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Abstract—The intrusion detection systems (IDS) are designed
to identify unwanted attempts at manipulating, accessing or
disabling of computer systems, mainly through a network,
such as the Internet. Additionally, the IDSs can perform other
functions like intrusion prevention (IPS), including proactive
functions. A recurrent problem in intrusion detection systems
is the difficulty to distinguish legitimate access from attacks.
A lot of conventional IDSs are signature based, although they
do not identify variations of these attacks nor new attacks.

This paper presents an intrusion detection system model
based on the behavior of network traffic through the anal-
ysis and classification of messages. Two artificial intelligence
techniques named Kohonen neural network (KNN) and sup-
port vector machine (SVM) are applied to detect anomalies.
These techniques are used in sequence to improve the system
accuracy, identifying known attacks and new attacks, in real
time. The paper also makes an analysis of the features used
to classify data in order to define which of them are really
relevant for each class of attack defined in our experiments.

Keywords-Internet Security; Intrusion Detection System; Ar-
tifitial Neural Network; Support Vector Machine;

I. INTRODUCTION

The intrusion detection systems (IDSs) are usually classi-
fied into two main categories: signature based and anomaly
based [1]. The signature based systems are designed to
identify attacks that follow patterns previously recognized
and reported by security experts, where each signature iden-
tifies a specific attack. In anomaly based IDSs, the normal
behavior of the system or network traffic are represented and,
for any behavior that varies over a pre-defined threshold, an
anomaly activity is identified.

A weakness of signature based intrusion detection systems
is the incapability of identifying new types of attacks or
variations of known attacks. By the other side, in anomaly
based IDSs, the number of false positives generated is higher
than on those based on signatures. An important issue in
anomaly based IDSs is how these systems should be trained,
i.e., how to define what is a normal behavior of a system or
network environment (which features are relevant) and how
to represent this behavior computationally.

The training process requires a large amount of data and
many artificial intelligence techniques can be employed,
such as ANNs (Artificial Neural Networks). Artificial in-
telligence techniques have been used for both signature

based and anomaly based intrusion detection. Among these
techniques, we can cite the use of expert systems [2]. These
systems employ a set of rules that represent patterns of
known attacks or vulnerabilities to detect intrusions. Some
data mining techniques have been used to identify normal
patterns of behavior [3], [4].

Artificial neural networks had already been applied in
IDSs [5], [6]. Most of these neural networks are composed
of a set of input, some intermediate layers and one output.
These networks have the capacity to identify patterns and
variations of these patterns (variations of the same attack).

The main contribution of this paper is an intelligent
intrusion detection system (IIDS) which uses two artificial
intelligence techniques in sequence to better identify anoma-
lies and to reduce the false positive rate present in related
works. Another contribution is the analysis of the importance
of each feature for each class of attack (DoS, Probe, R2L
and U2R) present in the KDD Cup 1999 Data (The Third
International Knowledge Discovery and Data Mining Tools
Competition) in order to define which of this features are
relevant to each class of attack. We also applied real network
traffic to better evaluate the proposed system.

This paper presents a model for intrusion detection that
can be applied into a real network traffic. This model makes
use of two artificial intelligence techniques to reach low
false positive rate. The paper is organized as follows: in
Section II related works are presented. Section III describes
the IDS developed model. In sequence, Section IV details the
tests performed with the developed model and some results.
Section V concludes the paper with some considerations
about the proposed model as well as future work.

II. RELATED WORKS

The use of artificial neural networks (ANNs) in intrusion
detection systems appears in several papers, such as [7],
[8] and [9]. These works use SOM (Self Organizing Maps)
and some variations to store data from the neural network
training. The main idea of the artificial neural network
approach for intrusion detection is the provision of an
unsupervised classification method, that is fast and efficient
for a large amount of data with many variables (source IP,
destination IP, source port, destination port, size of packets,
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protocol, etc). One problem present in the artificial neural
network approach is the time for training these networks,
which is usually performed off-line. However, once trained,
the time for analysis is considerably low.

Works involving neural networks to detect intrusions show
promising results, such as decrease in the false positive rates
and improve in the detection rate compared to other anomaly
based IDSs. However, IDSs that use neural networks face
the difficulty of training with real traffic and real attacks.
Samples of real traffic, may have some kind of malicious
traffic (noise) not identified. The application of malicious
traffic in the neural network training period (for normal
traffic) can affect the value of weights of the neurons,
causing errors in the process of detection (depending on the
learning rate). It is very difficult to classify a large amount
of real traffic, identifying all existing attacks like malformed
packets, fragmented packets, etc.

An intrusion detection system called PAYL [10] was
developed with the objective of performing rapid detection,
preferably on a gateway or in a front-end, avoiding the
spread into other machines on the network. The method
is based on anomalies and covers all network services.
This method generates and analyzes mathematical models
of the payloads (often based on the frequency of bytes in
the payload) that should be delivered to the applications.
The PAYL system “learns” and generates a profile of the
payloads expected for each service. The detector captures
the incoming payload and compares it with the profile that
was generated for that service during the training period.

The POSEIDON [11] is an anomaly based IDS that
analyzes the payload and the header of the packets. From
the header, this system uses only the destination address and
port number to build a profile of each service. The system
is composed of two layers: the SOM and the PAYL model.
The SOM is used to classify the data. The PAYL model has
only one layer of nodes (neurons) where each neuron n is
a vector of weights wn associated. The size of the vector of
weights is equal to the size of the largest data entry for a
particular network service.

In [12] was proposed a hybrid classifier with multiple
layers to detect intrusions, where the attacks are classified
into three categories: denial of service (DoS), scan (PROBE)
and “others”. The category “others” is divided into two sub-
categories: local users trying to gain super user privileges
(U2R) and remote to local (R2L) attacks.

Another recent work that addresses the use of artificial
intelligence to detect intrusion is described by [13]. In this
work are used Support Vector Machines (SVMs) to map
the frequency of system calls made by each process on the
machine. SVM is a powerful technique for solving problems
related to learning, classification and prediction [14]. The
developed system compares the system calls frequency with
the mapped frequencies in the SVMs searching for discrep-
ancies. In a dynamic environment, it is almost impossible to

create profiles of users for determining the normal behavior.
It is better to observe the behavior of processes instead
of users. In this work, tests were performed using data
from the DARPA 1998, comparing SVMs to other artificial
neural networks. The results with SVMs presented a higher
detection rate and lower false positive rates.

In another recent work, [15] presents a study comparing
the use of support vector machine (SVM) and other tech-
niques of data mining and neural networks for intrusion
detection. Following the performed tests, the use of SVM
had a higher detection rate than the techniques of data
mining and slightly better than with other neural networks
techniques. All the systems presented in this section make
use of only one type of neural network for classification.

III. OCTOPUS-IIDS MODEL

The intelligent intrusion detection systems (IIDSs) present
in the literature apply only one type of neural network
without reaching a good accuracy in intrusion detection.
Such systems face problems in training the neural networks
due to its large variance on the behavior of network traffic.
By analyzing the characteristics of Kohonen networks [16],
we can emphasize the ability to classify data in a generic
way. Moreover, Support Vector Machine (SVM) has a very
good accuracy when trained to separate the incoming data
into only two classes. Based on this features, we developed
a multi-layer, called Octopus-IIDS, using these two types of
neural networks (Kohonen and Support Vector Machine).

DoS U2R Probe

Intrusion

Normal traffic

Anomaly detection layer

Classifier

R2L

Classification layer

Network traffic

Figure 1. Architecture of Octopus

The main objective of octopus-IIDS is to provide an
intelligent intrusion detection system (IIDS) that is accurate
(with low false positive and false negative rates), flexible,
tolerant to variations of attacks, adaptive to changes in
the network, modular and that operates in real time. The
octopus-IIDS generates models of the behavior of network
traffic and perform its detection based on these models.
Figure 1 shows the architecture of the proposed system.

This system is composed of two layers. The first, called
classifier is responsible for collecting network traffic, ana-
lyze it and classify it into four categories: DoS, U2R, Probe
or R2L, described in details in section III-B. In the second
layer, the classified data will be applied to detectors specific
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to its classes (Anomaly Detection Layer). The second layer
is responsible for saying if such data belongs to this specific
class or do not. These layers are described in detail in the
sections III-A and III-B respectively.

A. Classifier

The idea of the classifier is to make a pre-selection of the
input traffic, through the analysis of characteristics related
to the packets in a given period of time. This classifier
is similar to some anomaly based IDSs presented in the
related literature (one of these systems is presented by [12]).
These classifiers have a high false positive rates and, in
order to improve the detection rate, we decided to adjust
the threshold of the detection algorithm to classify into one
of the attack classes cited above at any evidence of attack,
raising the false positive rate but reducing the false negative
rate. Even the normal traffic will be classified in one of these
attack classes. The output of the neural network classifier
is send to another classifier, which is specialized in only
one class of attack. This second classifier has the task of
analyzing the input data and to identify more precisely what
is an attack and what is not (considered as normal traffic). In
the way, we can reduce the false positive rate of conventional
IDSs and improve the detection rate.

The classifier is composed of a Kohonen neural network.
The choice of this type of network was motivated by
the characteristic of Kohonen neural networks in learning
patterns automatically (unsupervised learning), the facility to
separate known patterns (trained) and the generalization of
patterns in the detection (it can detect variations of attacks).

We defined four categories (patterns) of traffic behavior to
detect anomalies. The Kohonen neural network once trained
for these four patterns (categories DoS, U2R, Probe and
R2L) is able to separate suspect network traffic into these
categories. We developed a Kohonen neural network with
41 inputs and 4 outputs. In order to calculate the distance
between neurons, we adopted the Euclidean distance method
d =

√∑
i(vi − wi)2, where vi is the vector of inputs and

wi is the vector of weights was applied for the learning
process.

The use of Euclidean distance is ideal for random input
data as the traffic to be analyzed in communication networks.
During the learning process, the input data of the network
must be applied several times (reinforcement) since the
learning process needs to adjust the weights of the neurons.

For each entry of the classifier only one output neuron is
activated. The value of each output neuron can vary from 0
to 1. If the output value is greater or equal to 0.8, the neuron
will be activated. If the output value of the neuron is below
than or equal to 0.2, it is not activated. If any neuron is able
to be activated (with a value below 0.8), a function will force
to the victory of any neuron which is between 0.2 and 0.8.
The values usually used in Kohonen neural networks are 0.1
and 0.9. However, with such values the network tends to be

more restrictive, identifying fewer cases of attacks but more
precisely.

We chose to establish the values in 0.2 and 0.8 in the
classifier to reduce errors in the classification of any possible
attack. If the attack is directed to the right detector, this
attack will probably be identified by the detector. Even
if normal traffic is classified as some kind of attack, the
detector will take the right decision. In tests, we also
changed the values to 0.3 and 0.7 but the results were worse,
classifying a large number of attacks in wrong classes.

B. Anomaly Detector
The anomaly detector in our model is composed of four

Support Vector Machines (SVM), which receive traffic from
the classifier. These SVMs deal with four categories:
• DoS: This class is responsible for identifying denial

of service attacks, characterized by sending multiple
requests to the same host and port in a short period of
time.

• U2R: This attack class is characterized by the attempt
of a local user become root.

• Probe: These attacks are characterized by the attempt
to open connections to various ports of the same
destination host in order to discover what services and
versions are installed in the destination host.

• R2L: This category receives traffic flows which appear
to be normal. These flows can be usually remote attacks
to specific services.

For each category of attack mentioned above, a (SVM)
specialized in the corresponding class of attack will have
two options as output: normal traffic or malicious activity.
We opted for the use of SVMs because the results obtained
in [15] show that these networks are more efficient than other
types of neural networks in the identification of anomalies.
The SVM also bear a certain amount of noise in the input
of the network (some attacks included in the data applied
for training), without affecting his training. In the selection
of configuration parameters, the SVM networks are less
complex than other neural network models as the number of
hidden layers, number of nodes for each layer and transfer
functions. The wrong choice of some of these parameters
may cause a degradation in performance of the network.

Vectors
Support

Class A

Margin

Class B

Figure 2. Separation of two classes by SVM

By using SVM networks, each category is represented by
a hyperplane, as shown in Figure 2, defined by a number of
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support vectors, where the training data are separated into
two classes: one for normal traffic and another for malicious
activity (class A and B in the figure). These vectors form a
sub set of training data used to define boundaries between
the two classes (vectors filled in the picture). The limits may
be expressed mathematically as: wT x + b = 0, where w is
the vector of weights, b is the bias and x is an input vector.

After the classification of data by the SVM, this data feeds
the system (by adjusting the weights of the neurons of the
classifier and SVM), allowing the system update. We use a
low learning rate of 0.01 for this data, so that the system
updates itself over the time but some mistakenly classified
data will not affect the system accuracy.

We believe that the intrusion detection, using two layers
in sequence, one for classification and another for decision-
making is feasible, produces an increase in the detection rate
and reduction in the false positive rates when compared with
other anomaly based intrusion detection systems present in
the literature. We also can use the Octopus-IIDS in the
analysis of real traffic.

C. Prototype

A prototype has been developed, following the proposed
model of octopus-IIDS for intrusion detection using artificial
neural networks and SVMs. The prototype is focused on
the classifier and on the anomaly detector, both were imple-
mented using the Java programming language, in which the
Kohonen neural network and the SVMs were implemented
in the framework Weka (Waikato Environment for Knowl-
edge Analysis) 1.

In this prototype, the input data (41 variables) is presented
to the classifier and is retransmitted to the SVM network
indicated by the classifier. The SVM network has two
possible results: malicious activity or normal traffic.

In this prototype, we developed a format converter for
adapting the input data in pcap format 2 to values that can
be mapped into the input variables of the neural network
(classifier). This prototype is available for download at http:
//www.das.ufsc.br/∼mafra/octopus0.1.tar.gz.

D. KDD Data Analysis

In order to improve the proposed model, we made an
evaluation of the important features for each class of attack,
mapping from the 41 available features [17] which are
relevant. Each class of attack has a distinct set of relevant
features. In [18] were presented the degree of importance of
the 41 features for each type of attack (smurf, snmpgetattack,
warezmaster, etc). In this work, we identify which of the 41
features are relevant for each class of attack (DoS, Probe,
R2L and U2R), since the attacks evolve over the time, but
the classes of attacks remain the same.

1Machine Learning Software in Java. http://weka.wiki.sourceforge.net
2Standard format for capture of network packets. http://www.tcpdump.

org/pcap/pcap.html

Based on this analysis, we can simplify the model, defin-
ing which features are really important for each class of
attack. Thus, reducing the amount of memory and processing
time required to run the system and improving the detection
rate. Another positive factor is that we can use these features
for analysis of real network traffic.

Table I
RELEVANT FEATURES FOR EACH CLASS OF ATTACK

Classes Relevant Features
DoS duration, protocol type, service, src bytes, is guest login,

flag, count, srv serror rate, rerror rate, srv rerror rate,
srv diff host rate, dst host count, dst host srv count,

dst host same srv rate, dst host diff srv rate
Probe protocol type, service, flag, src bytes, count, srv count,

same srv rate, dst host count, dst host srv count,
dst host same srv rate, dst host same src port rate,

dst host srv diff host rate
U2R duration, protocol type, service, flag, src bytes, dst bytes,

logged in, num compromised, root shell, num root,
num file creations, is guest login, count, srv count,

srv serror rate, rerror rate, srv rerror rate, same srv rate,
diff srv rate, srv diff host rate, dst host count, hot,

dst host srv count, dst host same srv rate, serror rate,
dst host diff srv rate, dst host same src port rate,

dst host srv diff host rate, dst host serror rate,
dst host srv serror rate, dst host rerror rate,

dst host srv rerror rate
R2L duration, protocol type, service, flag, src bytes, dst bytes,

logged in, is guest login, count, srv rerror rate,
srv diff host rate, dst host count, dst host srv count,

dst host same srv rate, dst host srv rerror rate

The framework Weka was used to choose which features
are relevant for each class of attack, where from all the fea-
tures, the system pointed out those that have great influence
in the SVM classification. Table I summarizes our results.
In section IV, we evaluate the performance of the proposed
model for intrusion detection, making comparative tests
using the proposed model with all data and the proposed
model with only those considered relevant. We also make
a comparison of the achieved results with other approaches
present in the literature.

IV. TESTS AND OUTCOMES

Tests with the prototype were performed on a machine
with 4GB of RAM and two 1.6GHz Quad Core Intel Xeon
processors. The KDD Cup 1999 Data traffic, available on
the Internet [17], was used to test the presented model.
According to our experiments, the minimum configuration
required to run the tests should be a computer with a 1.6GHz
processor and 1GB of memory.

The neural network classifier was trained with the four
categories of attacks: DoS, User to Root (U2R), Probe, and
Remote to Local (R2L) attacks. In the sequence, the four
SVM anomaly detectors were trained with traffic specific to
each class of attack. The vector of weights from the trained
networks were stored in files for future use, without the need
for further training. An important parameter to be chosen is
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the learning rate of the classifier. If the value is too low, it
is needed many epochs and instances to train the network.
If the value is too high, it does not converge. We performed
tests with learning rates of 0.5 and 0.6.

After the training period of the system, tests were per-
formed to measure the correct indication of the classifier
to the anomaly detector (SVM). Tests were performed
with 19.808 input data records randomly chosen from the
KDD Cup 1999 (13.208 instances for training and 6.600
instances for testing). The learning rate used was 0.5 and
0.6 with 5.000 and 15.000 training epochs. Based on the
results obtained, we can see that training the neural network
(classifier) with learning rate of 0.6 is better than 0.5. The
number of epochs for training (number of times the data
records are presented to the neural network) is also important
for the consolidation of a class of attack.

For the training of the Anomaly Detector, we performed
some tests with the following algorithms: SMO Polykernel,
SMO Normalized PolyKernel, SMO Pukkernel, LibSVM
and SMO RBFKernel 3. The SMO (Sequential Minimal
Optimization) [19] is an efficient algorithm for SVM which
repeatedly solves minimal size optimization. The minimal
size optimization problem involves two Lagrange multipliers
for finding the maximum /minimum of a function. The
advantage of SMO lies in the fact that solving for two
Lagrange multipliers can be done analytically. The differ-
ence among the tested algorithms is the kernel function used
for classification. For instance, the SMO RBF Kernel is a
radial base function. The tests with these algorithms were
performed with the 41 features and with feature selection
for each class of attack.

Table II
SVM RESULTS FOR EACH ANALYZED ALGORITHM WITHOUT FEATURE

SELECTION

Training Function DoS Probe U2R R2L
SMO Polykernel 99,95 % 84,61 % 78,05 % 90,02 %
SMO Normalized 99,85 % 83,46 % 78,05 % 85,45 %
Polykernel
SMO Pukkernel 99,75 % 91,29 % 75,61 % 94,35 %
LibSVM 90,52 % 81,30 % 53,66 % 98,02 %
SMO RBFKernel 98,19 % 74,94 % 53,66 % 80,63 %

Table II presents a comparison of the detection rate for
each algorithm used for training the SVM analyzed by our
prototype, using the 41 features.

In order to compare the effectiveness of the selected
algorithms for each class of attack, tests were performed
analyzing only the relevant features. Table III summarizes
the results obtained. There is an improvement in the detec-
tion rate using only relevant features. This can be explained
because with fewer entries and only the relevant ones, the

3The implementation of these algorithms are available at http://nlp.
stanford.edu/nlp/javadoc/weka-3-2/weka.classifiers.SMO.html

Table III
SVM RESULTS FOR EACH ANALYZED ALGORITHM WITH FEATURE

SELECTION

Training Function DoS Probe U2R R2L
SMO Polykernel 100 % 99,54 % 91,43 % 99,71 %
SMO Normalized 100 % 99,42 % 88,57 % 99,13 %
Polykernel
SMO Pukkernel 100 % 99,59 % 82,86 % 99,61 %
LibSVM 99,59 % 88,10 % 62,86 % 94,10 %
SMO RBFKernel 100 % 98,72 % 62,86 % 97,05 %

SVM is less complex, without the other input entries that
would not help in the detection and could also interfere in the
classification result. The use of only relevant features have
no effect on false positive or false negative rates. Based on
this results, we chose the best training algorithm for each
class of attack (SMOPolyKernel for DoS, U2R and R2L,
SMOPukKernel for Probe).

Table IV
COMPARISON OF RESULTS BETWEEN IIDSS

IIDS Average of Max Deviation
detection

Anomalous Payload-based IDS [11] 58,80 % 41,20 %
HPCANN [20] 77,49 % 22,53%
MADAM ID [21] 77,97 % 17,97%
Multi-level Hybrid Classifier [12] 89,19 % 22,52%
Octopus-IIDS 97,40 % 8,57 %

Table IV makes a comparison between the results obtained
by Octopus-IIDS and some systems in the literature. All
systems used the data from KDD CUP 99. We can see
that the Octopus-IIDS obtained a good performance in all
categories (low maximum deviation). The cited systems do
not present some information as the number of data records
used in the training period and details on the adjustments in
the values of activation of the neurons in their networks.

Besides the KDD Cup 99 dataset is composed of not real
data and has more than 10 years old, it is the most used in
the related literature to evaluate IDSs prototypes. In order to
better evaluate our system, we captured real network traffic
from the Internet and applied to the Octopus-IIDS in order
to verify its efficiency with real network traffic. During one
hour, we collected 126.772 entries of normal traffic from
an Internet server and 31.758 entries of attacks from a live
honeypot configured to accept any kind of attack from the
Internet. The normal traffic was distributed in the following
ports: 25, 993 and 995 for email; 80 and 443 for web pages;
and 53 for domain name system. We considered all the
network traffic sent to the Internet server as normal traffic
and all the traffic sent to the honeypot as malicious traffic.

In the training period, we randomly chose 84.937 entries
of normal traffic and 21.278 entries of attacks. In the testing
period, it were applied 41.835 entries of normal traffic and
10.480 entries of attacks (these entries are different from
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the training traffic). In this test we obtained a detection rate
of 83,90 % with 9,72 % of maximum deviation. Since the
related works did not use real network traffic we can not
compare such results.

We believe that may have some malicious traffic into
the normal traffic dataset, but in very small quantity since
our network has others filters and IDSs to detect malicious
traffic. Moreover our system were developed to support some
traces of malicious traffic into the normal traffic dataset used
for training the neural network without incluence the training
process.

V. CONCLUDING REMARKS

This paper describes the development of an anomaly
based intelligent intrusion detection model named Octopus-
IIDS that makes use of artificial neural network and support
vector machines. The use of these techniques are important
to identify malicious activity through the analysis of network
traffic, reducing the false positive rate and improving the
detection rate.

The data from DARPA 98 and KDD Cup 99 are frequently
used in tests of anomaly based IIDSs and can be used as
parameters for comparison between these IIDSs, but the rate
of attacks in these data is not natural (do not correspond to
current reality of the Internet). About 80% of all instances
correspond to attacks, usually with only one connection. The
data for normal traffic are generated by simulators, without
the presence of fragments of packets, disordered packets, etc.
The Octopus-IIDS model can be applied in the analysis of
real traffic because its structure allows the presence of some
noisy traffic. Our test with real traffic showed the feasibility
of the presented model, although there is some difficulties in
comparing the results with other approaches. The overhead
of the proposed system is increased by the use of two layers
(about 60% more), when compared with a systems that use
just one. In the developed model, the training process can be
performed on an ongoing basis, with learning rate of 0.01,
even in the presence of some misclassified traffic. Thus it is
possible to keep the IIDS updated, even under the evolution
of several applications that make use of the Internet.
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