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Abstract—The Advanced Metering Infrastructure (AMI) is
a key component of the Smart Grid architecture. The Neigh-
borhood Area Network (NAN) is the portion of the AMI that
enables two-way communication between electric, gas and water
meters and City Utilities. Many companies are currently deploy-
ing wireless NAN architectures based on the IEEE 802.15.4g
technology while the Routing Protocol for Low-Power and Lossy
Networks (RPL) has been considered as the mesh routing
protocol. In this paper, we investigate the dynamics of RPL for
routing path maintenance in the presence of jamming attacks.
A precise interference model is implemented and tested under
a fully compliant RPL draft implementation. The quality of the
survivors routing paths in terms of ETX metric is investigated
for different density of gateways. The results provide insights
for an efficient NAN design in order to minimize the impacts of
jamming attacks in the RPL performance.

Index Terms—RPL, NAN, AMI, Interference, Resilience,
Smart Grid

I. INTRODUCTION

The Smart Grid [1] is a new concept for the legacy power
grid. It basically consists of a network that integrates the
use of communication technology with the electric power
infrastructure. This architecture can significantly improve the
robustness and efficiency of the generation, transmission and
distribution of the electrical systems. The Advanced Metering
Infrastructure (AMI) is a fundamental component of the Smart
Grid and it allows two-way communication between electric,
gas and water meters and City Utilities [2]. The set of
smart meters which are connected to a specific gateway, in a
particular geographical region, defines the Neighborhood Area
Network (NAN). The NAN nodes should be able to send and
receive data from the gateway [3].

The NAN plays an important role in the deployment of the
Smart Grid. Many communication strategies could be applied
in this network. However, wireless technologies have been
widely used due to the low cost and ease of deployment.
Among all available wireless standards, those enabling mesh
architectures allow smart meters to dynamically establish ad-
hoc communication with neighbors and find alternative paths
to communicate with the gateways, increasing the network
connectivity and resilience.

The Routing Protocol for Low-Power and Lossy Networks
(RPL) [4] is a recent standard that proposes an IPv6 compati-
ble routing protocol that can be applied in the wireless NAN.

Recently, many studies have considered the applicability of
the RPL for AMI networks [5] [6] [7]. The RPL builds a
routing topology formed by one or more DODAGs (Destina-
tion Oriented Acyclic Graphs). Each DODAG is rooted in a
single destination, usually representing a node that performs a
connection to a backhaul. A DODAG differs from a traditional
tree because it permits a node to have more than one parent in
the direction of the root. According to the standard definition,
RPL uses a slow proactive process to construct and maintain
a routing topology, and a reactive and dynamic process to
resolve route inconsistencies. RPL uses the Trickle algorithm
[8] which determines that in steady state protocol operation,
control messages are sent at a slow rate, but can be quickly
increased to solve inconsistencies.

There are few studies [9] [10] [11] about the jamming
effects on the RPL behavior. In multihop networks besides
the intraflow and interflow interference generated by the
concurrent network traffic, there is the possibility of jamming
attacks generated by malicious nodes. The time it takes for the
protocol to react to the jamming attack, the number of affected
nodes and the quality of the reconfigured routing paths are
important questions which help to optimize the RPL operation
and trickle algorithms. In this paper, we investigate how
RPL reacts against intentional jamming attacks. We consider
AMI networks based on IEEE802.15.4g technology [12]. AMI
networks present strong performance requirements in terms of
two-way communication [13].

Specifically, we investigate how the NAN resilience is
affected by the jamming by evaluating the number of isolated
network nodes and the link metric of the RPL routing paths af-
ter the network re-organization. Our analysis considers a fully
compliant RPL draft implementation with Trickle algorithm, a
realistic topological model for the AMI network and a precise
jamming model. The results provide important insights about
the RPL dynamics under different interferer power levels and
a number of gateways in the NAN topology.

The remainder of this paper is organized as follows. Section
II presents the related work. The employed topological model
for the NAN is presented in Section III. A brief review of the
RPL protocol is presented in Section IV. Section V describes
the mathematical formulation for the wireless channel model
and the numerical results are presented in Section VI. Finally,
this paper is concluded in Section VII.



II. RELATED WORK

The impact of jamming attacks on the performance of
Wireless Sensor Networks (WSNs) was investigated in [9] for
different attack strategies in a network employing an ad-hoc
routing protocol. A cluster-based scenario using the LEACH
protocol was also investigated. Their studies were focused only
on the data traffic performance metrics and it is specific for
the employed routing protocol. In [10] the authors incorporate
an interference-based routing metric into the RPL protocol
for application in multigateway AMI networks. The metric
quantifies the self-network interference generated from both
intraflow and interflow traffic. The presence of intentional
jamming attacks is not considered and the dynamics of the
RPL protocol is not investigated.

In [11] the authors investigate the problem of modeling and
detecting jamming attacks in time-critical wireless networks
used for cyber-physical systems like the Smart Grid. The
paper focuses on the design of a jamming detection system.
However, the detailed analysis of the AMI architecture requires
a more realistic topological model for the NAN, instead of
the classical random and grid approaches [14] [15]. A recent
study developed in [16] proposes an interesting strategy for
NAN topology generation based on a real map that creates
topologies from buildings of an urban geographical area.
Inspired by the model proposed in [16] and aiming not to use
specific geographical map information, we present in Section
III a simple strategy to generate NAN topologies for the study
of the RPL protocol.

III. TOPOLOGICAL MODEL FOR NAN

Typically, in real NAN deployments, the smart meters are
positioned on the border of the blocks and near the street.
Therefore, based on the study presented in [16], we define
a new topology generation strategy in which the nodes are
randomly placed in restricted regions, based on practical
deployment observations. Consider a street divided in blocks
with dimensions (l, l) and a maximum distance c from the
border of the block. This defines a peripheral region of a
block, where we assume that the NAN elements (smart meters,
repeaters and gateways) can be deployed. In order to create
a more embracing topology, we can define a street width r
and create topologies with more blocks. An example of this
structure considering four street blocks is presented in Figure
1. Using the structure that defines the possible regions where
nodes can be positioned, the NAN topology elements are
drawn using a uniform random distribution. Figure 2 illustrates
an example of the topology generated using this model. The
results presented in Section VI assume this model to generate
the NAN topologies.

IV. RPL PROTOCOL

The AMI is considered a Low-power and Lossy Network
(LLN) which is typically made up of embedded devices
with limited processing, memory and power resources [6].
In a typical AMI network architecture, the smart meters are
connected through IP network to a gateway. The gateways that

Figure 1. NAN deployment area.

Figure 2. Example of the proposed NAN topology.

interconnect an LLN to the backhaul are called LLN border
routers (LBRs). There may be several LBRs connecting an
LLN to a backhaul or backbone link.

The routing paths in the mesh between a network node and
the nearest LBR may be composed of several ways. Typically,
in current AMI deployments, the metering applications require
all smart meters to communicate with a server, deployed in the
utility company data center. This server generates data traffic
to configure smart data reading or initiate queries and use
unicast and multicast to efficiently communicate with a single
device or groups of devices, respectively. Each smart meter
generates data traffic according to a schedule, in response to



on-demand queries, or in response to some local event. The
RPL has been considered as a possible routing protocol for
the NAN in the AMI architecture [6].

The RPL [4] is an IPv6 routing protocol for LLNs that
specifies how to build a Destination Oriented Directed Acyclic
Graph (DODAG). The RPL builds a Directed Acyclic Graph
(DAG) routing structure rooted at an LBR, which ensures
loop-free routing and provides support for alternative routes,
as well as a wide range of routing metrics and policies. The
RPL routing protocol specifies a new set of ICMPv6 control
messages to exchange graph related information. These mes-
sages are called DIS (DODAG Information Solicitation), DIO
(DODAG Information Object) and DAO (DODAG Destination
Advertisement Object). The DIO is the main source of routing
control information and may store information like the current
Rank of a node, the current RPL Instance, the IPv6 address
of the root, etc. DAO enables the support of down traffic
and it is used to propagate destination information upwards
along the DODAG. DIS makes it possible for a node to
request DIO messages from a reachable neighbor. An objective
function operates on a combination of metrics and constraints
to compute the network path in order to create a DODAG.

The RPL provides routing functionality for mesh networks
that can scale up to thousands energy-constrained devices and
includes energy-saving mechanisms and energy aware metrics.
The protocol tries to avoid routing loops by computing a
node’s position relative to other nodes with respect to the
DODAG root. This relative position in the DODAG is called
Rank and it increases for nodes farthest from the root and
decreases for nodes closest to the root. Many routing protocols
broadcast control packets at a fixed time interval which causes
energy to be wasted when the network is in a stable condition.
Thus, RPL adapts the sending rate of DIO messages by
extending the Trickle algorithm. Trickle was designed to be
density-aware and perform well in networks characterized by a
wide range of node densities. The combination of DIO packet
suppression and adaptive timers for sending updates allows
Trickle to perform well in both sparse and dense environments.

In most scenarios, the electric meters are powered by the
grid they are monitoring and they are not energy-constrained.
Instead, electric meters have hardware and communication
capacity constraints that are primarily determined by the
equipment cost and secondarily by the power consumption.
For this reason, the use of RPL storing or non-storing mode
should be deployment specific. When meters are memory
constrained and cannot adequately store the routing tables
necessary to support hop-by-hop routing, RPL non-storing
mode should be preferred. On the other hand, when nodes
are capable of storing such routing tables, the use of storing
mode may lead to reduced overhead and route repair latency.

LLN deployments may utilize link technologies that may
exhibit significant packet loss and thus require routing metrics
that take packet loss into account. RPL supports a flexible set
of metrics and constraints [17].

A. ETX Theoretical Model

In the case of AMI deployments using wireless technolo-
gies, the path quality over the link can be characterized
by the Expected Transmission Count (ETX) metric. This is
one of the preferred metrics, which represents the expected
number of transmissions required to successfully transmit and
acknowledge a packet on a wireless link. The ETX metric
was introduced in [18], and it is mathematically defined as
ETX = 1/(pf pr), where pf is the measured probability that
a packet is received by the neighbor and pr is the measured
probability that the acknowledgment packet is successfully
received. The ETX metric is sensible to packet loss, but it
is not sensible to delay. This metric is affected by two main
components: the quality of the wireless channel and collisions.
The RPL protocol does not assume a probe mechanism based
on broadcast messages as in [18] to estimate the ETX value.
Indeed, the practical implementations of RPL in Contiki
operating system [19] start measuring ETX only when the
unicast data traffic is actually transmitted. According to the
RPL specification, the ETX value before a node initiates the
data transmission is ETX = 4. As soon as network nodes
join the DODAG, the unicast data traffic can start, which
triggers the estimation of the ETX based on the number of
retransmissions required to correctly deliver a data packet.

Based on simulation experiments, we propose a refined ETX
estimation procedure in order to allow RPL to quickly track the
link modifications. For each node link a circular buffer stores
the last five number of retransmissions required to deliver the
last five data packets,

RTXbuffer = {rtxi−4, rtxi−3, rtxi−2.rtxi−1, rtxi}. (1)

The ETX is updated according to the following rule

ETX =0.1 · rtxi−4 + 0.1 · rtxi−3

+ 0.2 · rtxi−2 + 0.3 · rtxi−1 + 0.3 · rtxi.
(2)

This modification speeds up the DODAG construction in
comparison with the default RPL implementation in Contiki.
In the presence of a jammer node, the ETX metric is affected
depending on the interference level. Nodes closer to the
interferer will be blocked by contention because they sense
the channel is busy. Other network nodes will experience a
degradation on the link performance because the absence of
confirmation for the transmitted packets.

V. CHANNEL MODEL

The channel path loss is modeled according to the log-
distance [20] propagation model,

P dB
L = P dB

L0
+ 10 n log10

(
d

d0

)
, (3)

where d is the transmitter-receiver distance and n is the path
loss exponent. The parameter P dB

L (d0) is the free-space path
loss computed at the reference distance d0 = 1 m,

P dB
L0

= 10 log10

(
4πd0

λ

)2

, (4)



where λ is the wavelength. The received power is given by

P dBm
rx = P dBm

tx +GdB
t +GdB

r − P dB
L −NdB

F , (5)

where Ptx is the transmit power, while GdB
t and GdB

r are
the transmitter and receiver antenna gains, respectively. The
parameter NdB

F is the receiver noise figure.
In this case the average signal-to-interference-plus-noise

ratio (SINR) at the receiver is

γ =
Prx

Pn + PI + PJ
(6)

where Prx is the received signal power, Pn = N0 · B is the
noise power at the receiver and N0 is the noise power spectral
density in Watts/Hz. The parameter PI represents the total
interference power

PI =
∑
j∈NI

P j
rx, (7)

where NI is the subset of nodes in the network which are
transmitting simultaneously affecting the current transmission,
and P j

rx is the received power from the j-th interferer node.
PJ represents the power of the jammer node. Note that in
this model the interferer and jamming signals are modeled as
additional Gaussian noise [20].

The outage probability is an important metric for the per-
formance evaluation of a wireless communication link because
it gives a good approximation for the packet error rate (PER)
caused by radio impairments, such as path loss and fading [20].
An outage occurs at the receiver when the instantaneous SINR
γ is below a threshold β = 2∆ − 1 which allows error free
decoding. The parameter ∆ is the system spectral efficiency
in bits/s/Hz and B is the system bandwidth in Hz.

In this paper we employ the Nakagami-m [20] distribution
to model the multipath fading effects in the wireless channel,
so that the fading severity can be adjusted through the param-
eter m. Moreover, the instantaneous SINR can be written as
γ = h2γ, where h is the fading envelop, which is Nakagami-
m distributed, and thus γ follows a gamma distribution [20].
Therefore, the outage probability for the channel model used
in this paper is given by

O = P [γ < β] = Ψ

(
m,

m · β
γ

)
/Γ(m), (8)

where Γ(a) and Ψ(a, b) are the complete and lower imcom-
plete gamma functions.

VI. STUDY CASE

In this section, we investigate the behavior of the RPL
protocol in a multigateway AMI network in the presence
of jamming attacks. We consider a wireless NAN whose
smart meters and gateways are equipped with IEEE802.15.4g
radios. This standard specifies a physical layer transmission
scheme which is suitable for smart metering applications [21].
Particularly, we consider in our simulations the parameters of
the IEEE802.15.4g AVR radio [22] operating at the 914MHz
frequency. The receiver noise figure is NdB

F = 4.5 dB and

Figure 3. Example of constructed DODAG with 4 gateways.

the transmission power range is adjustable between -12 and
15 dBm. For the log-distance model, we assume a path loss
exponent n = 3.7, which is a reasonable value for modeling
path loss in dense urban areas. The antenna gains are set to
GdB

t = GdB
r = 0 and the fading parameter to m = 2.

Furthermore, we consider NAN topologies covering four
square street blocks, where each block has dimension
(l, l)=(100, 100) meters. The distance c of the border of the
block where the smart meters can be deployed was set to
10m and the street width to 20m. We assume topologies with
a density of 40 nodes per block (total of 160 nodes) and
transmission power of -10 dBm for all NAN nodes. In our
analysis, we consider scenarios with 2, 4 and 6 gateways. The
jamming node is randomly placed in the network coverage
area and uses a transmission power of 0 dBm.

We employed an ad-hoc packet simulator developed in
software Mathematica, in order to implement RPL and the
MAC layer with CSMA/CA, as well as the physical layer
with a precise interference model. Figure 3 shows an example
of the DODAG generated by the RPL for a scenario without
jammer and four gateways. The gateways are indicated by
a triangle, the preferred parent is represented by a red line
connection, the alternative parents are represented by blue
connections and node color indicates the node rank. Nodes
with the same color have the same rank. All nodes employ
adaptive Poisson traffic sources. The nodes adjust the average
transmission rate during the network operation in order to
reduce congestion and to optimize network capacity. When
the network becomes congested, the DODAG construction and
maintenance is affected.

The first analysis considers the case without jammer. We
investigated the RPL dynamics in terms of the number of
isolated nodes in the DODAG. From Figure 4 we can ver-
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Figure 4. Number of isolated nodes in the network.
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Figure 5. Average ETX of the routing paths.

ify that RPL is able to connect all nodes in less than 10
seconds. Along the network operation, we can observe the
disconnection and reconnection of some nodes. This behavior
is caused by two reasons. The first one is that some nodes
can have poor link performance and they are more affected
by the outage probability. The second one is the intraflow and
interflow interference [23], which changes according to the
adaptation of the traffic sources. The RPL quickly runs in the
scenario with six gateways because the reduced size of the
DODAGs.

Figure 5 presents the behaviour of the average ETX metric.
The metric stabilizes around 30 seconds and achieves a better
operating point in the scenario with six gateways because we
have shorter routing paths. In the scenario with two gateways,
there is a greater oscillation in the ETX metric because a
node’s disconnection can trigger the disconnection of a great
number of descendant nodes. The scenario with four gateways
performs similarly to the six gateway scenario, with a little
performance degradation. The average ETX metric indicates
that a good choice for number of gateways for this topological
model should be between four and six gateways.
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Figure 6. Number of isolated nodes in the network.

Figures 6 and 7 show the results with the presence of
a jamming node. We assume that the jamming node starts
transmitting at 100s and ends at 200s. This period was selected
because the DODAG was already in a steady state operation.
We considered an ensemble of 30 topologies and 50 random
selected positions for the jammer node in each topology.

Figure 6 shows the averaged number of isolated nodes.
The active period of the interferer is easily identified. We can
identify three different phases in the RPL dynamics. During
approximately the first 30 seconds, after the jamming signal
started, the nodes severely affected become disconnected from
the corresponding DODAG. Some nodes have joined to other
DODAGs or they reconnected through an alternative path. The
second phase corresponds to the steady state operation under
jamming attack. The third phase starts when the jammer stops
transmitting. We can observe from Figure 6 that the recovery
time lasts for 70 seconds, approximately. This information
is relevant for time-critical applications because nodes must
quickly reconnect the DODAG. The reconnection time is af-
fected by ETX estimation procedure, which can be optimized.

We can observe from Figure 7 that in both 4 and 6 gateways
scenarios, the average ETX value returned to approximately
the same levels. In the case of 2 gateways (density of 80
nodes/gateway), the ETX stabilized at a sligtly higher level
because its structure has undergone more changes. In this
case, as ETX metric is updated based on the unicast data
traffic, it is necessary a much longer network operation time in
order to RPL establish the DODAG to the initial configuration.
Therefore, the DODAG recovery time can significantly exceed
the attack period, which can compromise time-constrained
applications. Based on the average ETX metric we can select
the appropriated number of gateways for a specific topological
model, avoiding deploying an excessive number of gateways.

Figure 8 shows a comparison considering different powers
for the jammer node in a scenario with six gateways. For a
jammer with the power of +15dBm, approximately 50% of the
NAN nodes are compromised during the attack period.
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VII. CONCLUSIONS

The AMI architecture based on wireless NAN deployments
is susceptible to intentional jamming attacks. The RPL has
complex interactions with the network due to the link quality
estimation and maintenance of the routing paths. The knowl-
edge of the protocol dynamics under jamming attacks is an
important issue because it helps to define better NAN design
rules for time-critical applications. In this paper we employ a
realistic topological model for the NAN and propose a refined
ETX estimation procedure. The RPL dynamics under jamming
attack was investigated. The results show that in NAN scenar-
ios with a density of 80 nodes/gateway the DODAG recovery
time can significantly exceed the attack period, which can
compromise time-constrained applications. A jamming attack
with maximum power (+15 dBm) can compromise almost 50%
of the NAN nodes.
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