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Abstract Several works have proposed highly accurate network-based intrusion de-
tection schemes through machine learning techniques. However, they are unable to
address changes in network traffic behavior over time. Authors often assume peri-
odic model updates, but without taking into account the challenges they entail. This
paper proposes a long-lasting reinforcement learning model for intrusion detection
that withstands long periods without model updates. Our proposal builds machine
learning models through reinforcement learning to keep their accuracy for longer pe-
riods. Then, we cope it with a verification technique to ensure that only reliable clas-
sifications are accepted over time. Experiments performed using a dataset spanning
a year of real network traffic, composed of 10TB of data, show that the technique
we propose remains reliable for ten months without model updates. Additionally,
our proposal increases its accuracy when coped with the verification technique.

1 Introduction

The number of cyberattacks has significantly increased in recent years [1]. Not sur-
prisingly, a Kaspersky security [2] report has revealed that 44% of organizations
faced some incident of vulnerability security exploit in the last year [2]. A cyberat-
tack can disrupt, render a service unavailable to its legitimate users, or even cause
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monetary losses. For instance, the exploit of a zero-day privilege escalation discov-
ered in 2019 affected several versions of Microsoft Windows [3]. Therefore, admin-
istrators need to have access to security solutions that enable the classification of
new malicious activities [4].

To achieve such a goal, administrators usually resort to intrusion detection sys-
tems (IDS), which employ techniques either signature-based or behavior-based [5].
Signature-based detection uses a knowledge database of previously known attack
behaviors. However, it is unable to detect new or unforeseen attacks [6]. In con-
trast, behavior-based detection relies upon a behavior database to build a behavioral
model of the system. Consequently, this technique is more likely to detect new at-
tacks if they behave similarly to known malicious activities.

Several works have been proposing highly-accurate behavior-based IDS schemes,
which usually rely upon pattern recognition techniques [7]. In such an approach, a
machine learning (ML) model is built according to a behavioral database containing
both legitimate and attack activities [8]. The built model is used in production over
time, assuming that it will detect new kinds of attacks. However, pattern recognition
detects similar items rather than new diverse ones [7]. Consequently, if a new attack
does not behave similarly to known ones, the ML model will only be able to clas-
sify it correctly if a model update takes place. Alternatively, the ML model update
task is not easily feasible [9]. This is because the training task requires the building
of an updated training database, the proper labeling of events (often only achieved
through human assistance), and the execution of a computationally expensive model
update process. Therefore, in order to enable the reliable deployment of behavior-
based IDS schemes, it becomes imperative techniques that are able to withstand
long periods without human intervention [10]. Otherwise, the designed techniques
may become outdated before they are even used in production (real world) [9].

In recent years, another popular approach for behavior-based classification re-
sort to reinforcement learning (RL) techniques. Such a technique addresses clas-
sification through an agent, which learns the environment behavior through trial-
and-error interactions, hence, improving itself over time. As a result, the underlying
built model learns the environment behavior over time. RL-based approaches have
yielded promising results in several fields, such as actor behavior learning in virtual
gaming [11], autonomous driving [12], and even prosthesis control learning [13].
However, their applicability in the intrusion detection field still in its infancy.

In light of this, this paper proposes a new reliable intrusion detection model
through RL techniques aiming to withstand long periods reliably without human
assistance. Our proposal is twofold. First, it addresses the challenge of perform-
ing intrusion detection through an RL technique by aiming the preservation of the
obtained accuracy over time, even without periodic model updates. Second, we pro-
pose a verifier technique coped with the proposed RL approach to assess the classifi-
cation output. As a result, our proposal maintains or even improves the classification
accuracy over time, even in the absence of model updates, neither human assistance.
In summary, this paper presents the following contributions:

• A novel RL-based intrusion detection scheme to provide classification models
that withstand long periods without human intervention. Our proposed technique
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outperforms the approaches from the state-of-the-art network traffic classification
concerning their accuracy over time;

• A verifying technique, coped with the proposed RL-based approach, to assess the
classification reliability over time. The proposed technique maintains or even im-
proves the classification accuracy over time according to the administrator needs.

2 Preliminaries

2.1 Network-based Intrusion Detection

Over the last years, several highly accurate ML-based Network-based Intrusion De-
tection Systems (NIDS) were proposed in the literature [14, 15, 17, 18]. In general,
the proposed approaches are composed of four sequential modules: Data Acquisi-
tion, Feature Extraction, Classification and Alert modules. First, the Data Acqui-
sition module gathers network data from the monitored environment, e.g., network
packets. Second, the Feature Extraction module extracts behavioral features from
the network data composing a feature vector. In NIDS, behavioral features are often
represented through a network flow, with the network behavior from a host/service
in a given time window, e.g., the ratio of exchanged packets/bytes in a 15 seconds
interval. Third, the Classification module executes the underlying classification al-
gorithm based on the extracted feature vector and classifies it as normal or attack.
Finally, if a malicious event is found, the Alert module reports it.

In NIDS, the classification task is usually performed through pattern recognition
techniques [19]. In pattern recognition, a ML model is built through a computation-
ally expensive process named training. The training phase produces a model through
a training dataset, which contains both normal and malicious activities (e.g., network
flows) in a given period. As a result, the ML model detects events according to the
behavior extracted from the training dataset [21]. Therefore, when the environment
behavior changes, either due to the discovery of new attacks or due to the offering
of new services, a new ML model must be built. However, the ML model update
process is time-consuming and often demands human assistance.

2.2 Reinforcement Learning

Different from traditional ML-based techniques, reinforcement learning (RL) ap-
proaches aim at finding an optimal policy strategy. To achieve such a goal, RL-based
approaches rely upon an agent. The agent is connected to the environment through
the perception and action. The perception enables the agent to gather the environ-
ment state, whereas the action enables the agent to act over the environment. At
the training phase, the RL algorithm is executed iteratively over the environment, in
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which at each iteration, the agent receives the current environment state as input, as
measured through the feature vector. Then, the agent performs an action over the
environment, through an underlying ML model, which changes its state, and gener-
ates a reward as output. As a result, the training phase aims at finding an agent able
to choose actions that increase its obtained rewards.

RL-based approaches are significantly different from traditional ML-based ones.
Traditional ML relies on an input and output pair. An ML model receives a given
event feature vector as input and outputs its estimated class value. In contrast, RL-
based techniques are not given the event class value. Instead, after an action is per-
formed, the agent only receives the reward for its action and the subsequent en-
vironment state. Therefore, the agent learns the optimal decision threshold for the
long-term, given that it optimizes its rewards over time.

3 Related Works

Several highly accurate behavior-based NIDS have been proposed in the literature
over the last years. In general, proposed approaches aim at improving their obtained
accuracy in a test dataset, without taking into account the evolving behavior of net-
work traffic over time.

For instance, Farnaaz et al. [8] applied a Random Forest classifier for non-linear
classification to improve their obtained accuracy in the NSL-KDD dataset. Although
the authors were able to improve detection in their system, the dataset they used is
almost 20-years old and present several flaws, tampering the evaluation of their
system reliability over time. Similarly, Nanda et al. [14] cope a rule-based classi-
fier with the Random Forest classifier to perform intrusion detection. In their work,
using the original KDD99 version, the authors were able to improve the system ac-
curacy, without taking into account the detection of new behaviors. In contrast, a
clustering-based approach coped with a genetic algorithm was proposed by Suku-
mar et al. [15]. Their approach performs unsupervised anomaly detection, i.e., with-
out the prior knowledge of events’ label. However, the dataset they used also is un-
realistic, while their obtained accuracy is significantly lower than other proposals.

Some authors have also proposed MLP-based approaches for intrusion detec-
tion. For instance, Darkaie et al. [17] propose an intrusion detection based on MLP
coupled with a feature reduction technique. In their work, also using an unrealistic
dataset, the authors were able to improve their accuracy when increasing the MLP
architecture layout. Similarly, Congyuan et al. [18] cope a recurrent neural network
with a MLP to improve their system accuracy. Authors have shown that MLP-based
techniques present higher accuracy rates. However, the dataset they used is unreal-
istic, and the accuracy behavior is not evaluated over time.

Due to its promising reported results, RL-based techniques have drawn attention
in the research community. However, its applicability in the intrusion detection field
still is in its infancy. Caminero et al. [10] propose a RL-based detection technique
in which the environment is simulated using the training dataset. Authors were able
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Fig. 1: Long-lasting reinforcement learning intrusion detection model architecture.

to improve their accuracy, when compared to traditional approaches, by using a
MLP architecture and through the evaluation using two datasets. In Lopez-Martinz
et al. [20], the authors evaluate several reinforcement learning algorithms for the
intrusion detection task. In their work, the evaluated models presented good results
with highly accurate rates.

To the best of our knowledge, this paper presents the first work to evaluate and
address the challenge of network traffic behavior changes over time through an RL-
based technique. To achieve such a goal, our work presents a novel dataset con-
taining a year of real network traffic anomalies, enabling the proper evaluation of
machine learning techniques regarding their reliability over time.

4 A Long-lasting Intrusion Detection Model

In this section, we propose a novel long-lasting intrusion detection model to ad-
dress the challenges of classifying evolving network traffic behavior over time. It is
composed of two main components (Reinforcement Learning Model Building and
Verification, as shown in Figure 1) and focuses on maintaining the accuracy obtained
at the training time for longer periods without human assistance or model updates.

Our proposal considers a custom-tailored model built with reinforcement learn-
ing. The classification starts with a to-be-classified network event, which is for-
warded to the Feature Extraction module to extract the feature vector. Then, the ML
model classifies the given feature vector, producing a classifier confidence value.
The classifier confidence measures the underlying ML model certainty on its clas-
sification. The classification confidence is classifier-dependent. For instance, the
Random Forest classifier computes its confidence according to the ratios of trees
that classified a given instance to a class. Finally, the Verifier module establishes
whether the classified event can be reliably accepted or not according to the ob-
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tained confidence value. As a consequence, only highly-confident classifications are
accepted, while rejected instances are assumed to be unknown event behavior and
can be used as a measure to trigger the model update task, for instance.

The Verifier module is responsible for ensuring that only known, and most likely
correct classifications, are accepted by our model. As a consequence, the proposed
architecture maintains or even improves (despite a higher rejection rate) the obtained
accuracy over time. Therefore, through the proposed verification technique, an ad-
ministrator is now able to ensure that the desired level of accuracy is kept, even in
the absence of model updates.

The model update procedure (Reinforcement Learning Model Building, Figure 1)
aims at providing underlying ML models with a higher model lifespan. ML models
become capable of maintaining their accuracy (i.e., the one obtained during the
training) for longer periods. To achieve such goal, our proposal leverages techniques
of reinforcement learning to build ML models that can cope with the network traffic
behavior changes over time with less impact on accuracy.

The next subsections detail this novel technique to build models using reinforce-
ment learning, focusing on obtaining higher model lifespan and the proposed veri-
fication technique.

4.1 Reinforcement Learning Model Building

Our proposal leverages the RL technique to build underlying ML models with longer
lifespans. ML models become capable of maintaining, for longer periods, the accu-
racy they obtained during the training period. Hence, they become able to be reliably
deployed in production environments without demanding periodic model updates.

To achieve such a goal, we propose a custom-tailored RL algorithm for NIDS,
through the well-known QLearning algorithm. The proposed algorithm character-
izes the environment as a Markov Decision Process (MDP) through a modified ver-
sion of Q-Learning [25] algorithm, a well-known RL algorithm. The adopted RL
algorithm was used because it is agnostic since it can use any underlying ML clas-
sifier.

The novel algorithm receives as input a set of States, which comprises the set of
instances from the training dataset. The agent, in turn, may perform two actions, i.e.,
classify the read instance as either normal or attack. The action represents the agent
classification for the current environment state. Consequently, the agent receives
the reward for its action (classification) according to Eq. 1, where con f idenceinst i

denotes the confidence of the classifier’s decision for the current environment state.
Therefore, the reward is computed according to the distance of the classifier confi-
dence to the proper instance label. Hence, correct classifications (true-positives and
true-negatives) receive higher rewards, while misclassifications receive lower ones.

Reward =

{
confidenceinst i if truepositive or truenegative
1−confidenceinst i otherwise

(1)
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As a result, the proposed algorithm iteratively aims at increasing its rewards.
By doing so, the agent attempts to improve the underlying ML model confidence
values to approximate to the proper instance label, instead of only increasing its
overall accuracy. Therefore, the proposed RL algorithm can build underlying ML
models with a higher model lifespan, assuming they are also optimized to increase
their rewards (i.e., improve their confidence values), instead of only improving their
accuracy, as made by traditional techniques.

4.2 Verification of Classifications Over Time

Through the mentioned RL model building technique, our proposal can build ML
models with a longer lifespan. However, the network traffic behavior changes over
time, and, as a consequence, any ML model will perform unreliable classifications
and demand model updates. However, the model update task is not easily feasible
in production.

Therefore, the goal of the Verifier module (Verifier, Figure 1) is to leverage the
underlying ML model, built aiming a longer model lifespan to ensure the classifi-
cation reliability over time. To achieve such a goal, the Verifier module asses the
individual classification confidence values output by the underlying ML model, as
shown in Figure 1. The insight is that instances that were classified with highly-
confident values can be reliably accepted, while low-confident ones are most likely
misclassifications, and should be rejected by our model. As a consequence, our pro-
posal ensures that only highly-confident instances are accepted over time, maintain-
ing the system reliability even in the absence of model updates.

Rejected instances can be used as a measure of aged ML models. A high re-
jection rate indicates that the ML model needs an update, taking into account that
the current model cannot reliably classify new events without impact on its accu-
racy. Therefore, it can be used to trigger the model update process (Trigger Model
Building, Figure 1).

4.3 Discussion

The proposed model aims at addressing the challenge of evolving network traffic be-
havior without human intervention nor model updates. To achieve such a goal, our
proposal is twofold. First, we build underlying ML models aiming a longer model
lifespan through a RL technique. Our proposal aims at building ML models with
better classification confidence values instead of only aiming higher accuracy. As a
consequence, the built model provides reliable classifications over time. Second, we
cope our built ML model with a verification technique. The verification approach
ensures that only highly-confident classifications are accepted, maintaining the sys-
tem reliability over time, even in the absence of model updates.



8 Santos et al.

5 Evaluation

The present evaluation focuses on answering three research questions: (Q1) Does
the proposed RL technique aids at building ML models with longer lifespans? (Q2)
What is the maximum period our proposal maintains its reliability without model
updates? (Q3) Does the proposed verification technique provide reliable classifica-
tions over time, even in the absence of model updates?

The next subsections describes our used dataset, how do we build the model and
how does it perform in the used dataset.

5.1 A Year-long Intrusion Dataset

In general, proposed detection approaches for NIDS do not evaluate accuracy over
time of their proposed techniques. This choice is justified by the fact that proposed
techniques often rely on outdated datasets, with unrealistic network traffic behavior,
which also does not take into account the time of occurrence of its events. As a
consequence, authors often assume that periodic model updates are performed.

In light of this, to build a proper intrusion dataset, we built a dataset through the
Samplepoint-F from the MAWI archive, which consists of actual network traffic col-
lected daily for an interval of fifteen minutes from a transit link between Japan and
the USA. The network traffic of 2016 was used to evaluate the model lifespan and
accuracy degradation of ML-based NIDS. The built dataset comprises more than
10TB of data, from around 300 billion network packets. We employed an unsuper-
vised ML technique from MAWILab [22] to automatically label the input records,
i.e., to label events either as normal or attack. MAWILab employs several unsuper-
vised machine learning algorithms to find anomalies in MAWI data without individ-
ual event labeling. The found anomalies are tagged as attacks, while the remaining
data are assumed to be normal events. The feature extraction algorithm grouped
events in intervals of fifteen seconds while extracting the 20 flow-based features
from Nigel [23] work.

5.2 Model Building

The proposed RL-based technique to build the model is evaluated using a multi-
layer perceptron (MLP) with 250 neurons. The chosen MLP layout enables the
proper comparison between our proposal and the traditional approach. The RL tech-
nique relies on a MLP, trained with 500 epochs, a learning rate of 0.3, a momentum
rate for the backpropagation algorithm of 0.2, as implemented through the Tensor-
Flow API [24]. The traditional approach also relies on the same MLP configuration.
Each classifier was evaluated for their true-negative (TN) and true-positive (TP)
rates. The TN rate denotes the ratio of normal events correctly classified as normal.
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Fig. 2: Traditional approach per-
formance through the year, with-
out updates (MLP (250 neu-
rons)).

Fig. 3: Long-lasting model per-
formance through the year, with-
out updates (MLP (250 neu-
rons)).

In contrast, the TP denotes the ratio of attack events correctly deemed as an attack.
The proposed modified Q-Learning algorithm was implemented on top of OpenAI
Gym API [26]. The algorithm executes 10 thousand iterations to build the model, in
which each iteration performs 100 turns. Each turn computes the Q-Learning policy
gradients according to the obtained rewards (see Eq. 1) from the classification of
1000 training instances. These parameters were identified empirically, and varying
them result in similar classification results.

To build the ML models, due to the imbalanced nature of the dataset (only ∼ 2%
of instances are classified as attacks), a random undersampling without replacement
was performed in the training data. Hence, the data distribution used for training pur-
poses was equally distributed between the classes. To properly evaluate the network
traffic behavior change impact on ML models, the classifier was trained through the
first dataset month (January 2016), while being evaluated throughout the remaining
time without model updates.

5.3 Model Evaluation

Consequently, we apply the model built without and with our technique (Sec-
tion 5.2) throughout the whole year to answer Question Q1. Figure 2 shows the
accuracy behavior over time of the traditional approach, through the MLP with 250
neurons, while Figure 3 shows the obtained accuracy with our RL-based technique
without updates using the same underlying classifier parameters. It is possible to
note a significant improvement in its reliability over time. Our proposed approach
maintains the accuracy obtained at the training period for longer periods, hence,
increasing the model lifespan. Regarding the worst accuracy decrease, occurred in
November, the TP rate decreased by only 13%, a significant improvement when
compared to the traditional approach (which decreased by 42% in the same period).
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Fig. 4: Average monthly accuracy difference to January throughout time (lower is
better), without Verifier module.

We consider a scenario in which a 5% of accuracy decrease is tolerated when
addressing Question Q2. In such a case, our model remains reliable until Octo-
ber, when the TP rate decreases by 8%. In contrast, the traditional model building
approach remains reliable only until March, when the TP rate decreases by 12%.
Figure 4 details the average accuracy difference, when compared to January, from
both model building approaches. In the figure, the proposed RL-based approach sig-
nificantly improves the reliability in the absence of model updates, showing a small
accuracy variation over time.

5.4 Verification

We evaluate the error-reject performance tradeoff when using our proposed Verifi-
cation technique (Section 4.2) to address Question Q3. We find the optimal class re-
jection threshold for the RL-based model by applying the Class-Related-Threshold
(CRT) [16] technique. In the first evaluation, we only considered the data from the
training period. This choice is justified by the fact that the administrator only has
training data to define the rejection thresholds. Finally, we select a rejection oper-
ation point at 10% rejection rate, and apply it throughout the year. The operation
point is selected according to the administrator’s discretion. The goal is to evaluate
if the proposed Verification module maintains the system reliability over time.

Figure 5 shows the obtained accuracy and rejection rate throughout the year when
the Verifier module is used. The proposed technique maintains the system reliability
over time, despite the rejection rate, even without model updates.
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Fig. 5: Long-lasting model performance through the year, without updates, with
Verifier module.

6 Conclusion

Current approaches for network-based intrusion detection are unable to deal with
changes in the network traffic behavior over time. In general, authors from the lit-
erature often assume that periodic model updates are performed, ignoring the chal-
lenges it introduces. In this work, we have proposed a novel long-lasting intrusion
detection model based on reinforcement learning. Our proposed scheme signifi-
cantly improved the underlying ML model reliability over time, maintaining their
accuracy for longer periods. Additionally, through our verification technique, our
proposal improved its accuracy, even in the absence of model updates. In the future,
we intend to pursue the reduction of the rejection rate using autonomous, periodic
model updates coped with our RL-based approach.
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