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ABSTRACT

In recent years, several works have proposed highly accurate CNN-
based pornography video detection approaches. However, current
techniques are unable to cope with the context-dependent nature
of pornography content, wherein the analyzed video frame class
may change according to its context, whether it is pornographic
related or not. This paper proposes a motion-based approach for
fine-grained real-time detection of pornographic content in videos
implemented in two phases. First, we extract and classify motion-
based descriptors built over adjacent video frames to build a motion
image from the analyzed video frame. Second, we jointly evaluate
the outcome of each single classified motion descriptor to produce
a final video frame classification. Experiments performed in a novel
fine-grained dataset built from the manual analysis of over 400
thousand video frames, show that current approaches in the lit-
erature are unable to cope with context-dependent pornographic
content. In contrast, our proposal can maintain the system accuracy,
even in the presence of context-dependent pornographic content,
hence, maintaining its reliability. In addition, when the extracted
motion-based descriptors are jointly evaluated, our proposal is able
to improve the detection accuracy by up to 29%.

CCS CONCEPTS

+ Machine Learning — Neural Network; « Convolutional Neu-
ral Network — Video Content Detection; « Video Classification
— Pornography Detection;
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1 INTRODUCTION

Nowadays, adult websites, those with explicit pornographic con-
tent, accounts for 12% of all Internet pages, comprising over 35% of
all downloaded media from the Internet [1]. For example, a popu-
lar pornographic video website receives, on average, 115 million
daily visits [26]. As a result, minors are increasingly exposed to
pornographic content, in their majority in video format [1], even
without their parents’ consent, causing embarrassment or even
psychological traumas.

Over the last years, several works have focused on the detection
of pornographic content in videos [10]. In such a context, techniques
based on Convolutional Neural Network (CNN) architectures have
yielded promising reported results, with highly accurate classifi-
cation models. To achieve such a goal, in general, an image-based
CNN model is built according to the extracted video frames from
both normal and pornographic videos. Consequently, the built CNN
model classifies following a video frame granularity. Therefore, to
achieve video classification, in general, proposals deem a video as
pornographic when the majority of its frames are not normal [13].

In general, pornographic videos must be classified in real-time.
For instance, for the classification of live video streaming platforms,
in which pornographic content may occur in real-time transmission.
However, traditional CNN-based classification approaches require
the prior extraction of all video frames for the video classification;
hence, they are unable to be executed in real-time.

In recent years, several works have proposed scene-based classifi-
cation approaches [22]. In such a case, a video is split in scenes (i.e., a
fixed-size sequence of frames), and each video scene is individually
classified. However, although such proposals enable real-time classi-
fication, they often do not take into account the context-dependent
nature of pornographic content.

Pornographic videos are often made of both normal and porno-
graphic video frames. This is because a pornographic video often
also contain several scenes with normal content, e.g., clothed actors
talking to each other. In contrast, a normal video may also have
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adult content, e.g., nudists walking on the beach. Such character-
istic of pornographic videos introduces a significant challenge to
traditional CNN-based detection approaches, given that similar
video frames, with the same actors, in the same environment, video
resolution and image quality may be labeled with different classes
due to their context, e.g., whether the actors are clothed or not.
Consequently, the CNN model must be able to properly differenti-
ate the frame context, even from similar and even adjacent video
frames.

Current pornographic datasets widely used in the literature, are
labeled in a video granularity [21][2], wherein all pornographic
video frames are labeled as pornographic, regardless of the frame
context. Thus, proposed techniques built on such datasets are prone
to a lack of context, even when scene-based classification is used,
as the built CNN model is unable to establish the frame context
properly, decreasing its accuracy.

In light of this, this paper proposes a motion-based approach for
fine-grained real-time detection of pornographic content in videos.
The proposed model is implemented in two phases. First, we extract
motion-based features from adjacent video frames to compound a
frame motion description. The motion-based features, besides the
evaluated frame, is used to describe in a higher-level the behavior
of adjacent frames, thus, improving the underlying CNN model
input frame features. Consequently, it provides features such as
motion direction based on the optical image flow and structural
similarity maps computed between adjacent video frames. As a
result, our model can provide enriched video frame characteristics
to describe the scene context, taking into account that we extract
motion-based features from adjacent frames. Second, to jointly
evaluate the frame classification outcome from each scene feature,
we apply a shallow classifier fed with each individually classified
motion-based descriptor. Thus, the shallow classifier enables real-
time detection, taking into account that our model only demands the
adjacent frame for the extraction of the motion-based features, but
also evaluates the frame concerning several motion characteristics.
In summary, our work presents the following main contributions:

o A novel fine-grained pornography dataset, namely FPD. The
dataset, the first of its kind, made of 476,482 manually labeled
video frames, enables the fine-grained evaluation of pro-
posed pornography detection techniques. Each video frame
is labeled according to its context, regardless of their video
nature, consequently, it can be used for the evaluation of
detection techniques concerning the pornography context;

e We show that state-of-the-art image-based CNN pornogra-
phy detection techniques are unable to provide reasonable
accuracy detection rates in FPD. Consequently, proposed
techniques are unable to cope with the context-dependent
nature of pornographic videos;

e We propose a motion-based representation of video frames
to extract the frame context in real-time. Our proposed ap-
proach extracts features from adjacent frames such as motion
estimation based on the optical flow [18] and structural sim-
ilarity maps (SSM). The proposed features can preserve the
obtained accuracy even in the presence of context-dependent
pornographic content;
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e We propose a shallow-based classification approach to evalu-
ate the extracted motion-based features from adjacent frames
jointly. The proposed approach enables real-time video frame
evaluation, taking into account the frame context, while also
significantly improving the classification accuracy;

2 BACKGROUND

In general, proposed CNN-based techniques for pornography de-
tection in videos are made of three sequential modules [19], namely
Frame Extraction, Frame Classification, and Alert. First, the Frame Ex-
traction module extracts the video frames for further classification.
For instance, often extracting 24 frames/sec from each analyzed
video. Then, the Frame Classification module classifies each video
frame individually, i.g., applying a CNN model for the classifica-
tion of the input video frame as either normal or pornographic.
Finally, the Alert module establishes whether the evaluated video is
pornographic or normal. In such a case, in general, if the majority
of the video frames are classified as pornographic by the Frame
Classification module, the entire video is deemed as pornographic.

In recent years, several approaches have been proposed for the
classification of pornographic video frames, wherein proposed tech-
niques often aim at improving their obtained accuracy in a given
dataset [7]. To achieve such a goal, authors often resort to more
complex CNN architectures, wherein their underlying CNN models
can be made of several Gigabytes of memory, e.g., the InceptionV3
CNN architecture model, which demands up to 12 GB of data for
the model execution. Consequently, current proposed techniques
can provide significantly highly accuracies in a specific dataset.

However, for feasible deployment of proposed techniques in
production environments, one must be able to provide real-time
detection while also taking into account the context-dependent na-
ture of pornographic videos. In contrast, current techniques are not
evaluated through fine-grained pornographic datasets, i.e., datasets
where each video frame is manually labeled according to its context.

An example of a context-dependent pornographic video is shown
in Figure 1. In the figure, adjacent video frames — similar frames
should be classified into different classes. In the 1% video frame
(Fig. 1a), the person is clothed, while in the second video frame is
unclothed (Fig. 1b). It is important to note that this characteristic
is very challenging to CNN-based classification techniques, taking
into account that both video frames are similar, and are likely to be
classified to the same class by the underlying CNN model. Therefore,
in such a case, the video frame must be evaluated according to its
context, as the evaluation of the entire video becomes not feasible
(further evaluated in Section IV).

A simplified approach for the extraction of the video frame
context resort to the evaluation of adjacent video frames. For in-
stance, consider two successive video frames, namely f! and fi-.
The goal is to extract features that best describe the difference be-
tween both video frames f! and f'1. Over the last years, several
descriptors have been proposed for this task, such as the Struc-
tural Similarity Map (SSM) [30], and techniques based on Optical
fFlow [18][3] estimators. Figure 1 shows an example of the extracted
structural similarity map [30] (Fig. 1e), and two optical flows, the
Lucas-Kanade [18] (Fig. 1c), and Pyramidal Lucas-Kanade (PLK) [3]
(Fig. 1d) for two adjacent examples of pornographic video frames.
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Figure 1: Example of a pornographic video comprising both normal and pornographic frames, and the related motion-based

description between first and second video frames.

3 RELATED WORKS

Over the last years, several works have proposed highly accurate
CNN-based pornography detection techniques. In general, proposed
approaches can be divided into either image-based, video-based, or
scene-based approaches.

Video-based pornography detection techniques are still in its
beginnings. In general, proposed techniques for such goal extract
dynamic features from several video frames, such as frame move-
ment, and temporal features [6]. For instance, Caetano et al. [5]
proposed a video description analysis technique through the anal-
ysis of the video frames for video classification purposes. Then,
the authors apply a shallow classifier to classify a given video ac-
cording to the extracted video description. As a result, the authors
were able to improve detection accuracy. However, their approach
can not be applied in real-time, as it demands the availability of
all video frames. Another technique was evaluated by A. Karpa-
thy et al. [14] for video classification purposes. In their work, the
evaluation shows that CNN models fed with a single video frame
per classification round provide the highest classification accuracy.
Therefore, videos are classified according to the majority of each
video frame class, hence, unable to provide fine-grained classifica-
tion in context-dependent scenarios.

In recent years, 3D-CNNs, a CNN architecture with several video
frame inputs, have also been used for video classification purposes.
For instance, S. Ji et al. [11] apply a 3D-CNN, with seven input video
frames, for human activity recognition. Their proposed technique
improves the traditional CNN classification accuracy but introduces
more complex CNN architectures. In addition, their technique is
also prone to context-dependent scenarios, taking into account that
it does not address the video frame similarity challenge.

Motion-based techniques for video classification purposes have
shown promising results. M. Gong and Y. Yang [8] extracts disparity
and optical flow descriptors to decrease over-fitting. In their work,
motion-based descriptors were more robust, with higher detection
accuracies when compared to traditional techniques. Similarly, Lin
et al. [17] propose an object tracking approach through optical flow
descriptors to decrease over-fitting. In their work, motion-based
descriptors presented higher detection accuracies than traditional
techniques. In pornography detection context, M. Perez et al. [25]

proposes a CNN-based technique through motion-based informa-
tion. In their work, the authors extract motion vectors from MPEG
encoded videos for classification purposes. However, although their
technique provides high detection accuracies, they do not take into
account the context-dependent nature of pornographic content. A
scene-based approach was also proposed by Moreira et al. [22]; the
authors consider the context-dependent nature of sensitive scenes.
To achieve such a goal, the authors split the analyzed video in
scenes, each composed by several video frames, then classifies it
according to through multimodal features, such as video frames,
audio, and motions, which also demands the prior availability of
the whole video media.

To the best of our knowledge, we are the first work to address
both real-time and fine-grained pornography detection taking into
account the context-dependent nature of pornographic content.
To achieve such a goal, we leverage motion-based descriptors, to
extract the video frames structural similarities and motion descrip-
tion, hence, improving the underlying CNN input data, and, conse-
quently, its accuracy.

4 THE CHALLENGE OF
CONTEXT-DEPENDENT PORNOGRAPHY
DETECTION IN VIDEOS

In this section, we further evaluate the impact of context-dependent
pornography content in videos on the classification accuracy of
traditional image-based CNN models. More specifically, we first in-
troduce our built dataset, namely fine-grained pornography dataset;
then, we evaluate the classification performance of several image-
based CNN techniques over our data.

4.1 Fine-grained Pornography Dataset

Current publicly available datasets used for the evaluation of pornog-
raphy detection schemes, are unable to provide the expected level of
granularity in their video frames. In other words, video frames are
labeled according to their originating video, regardless of their con-
tent, e.g., if the actors are clothed or not. Consequently, proposed
techniques built upon such data, although present a high accuracy
rate, may operate poorly in production environment conditions,
wherein the actual video class may change over time.
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(a) Video 1, first video frame, (b) Video 1, second video (c)Video 1, third video frame, (d) Video 1, fourth video (e) Video 1, fifth video frame,
frame, Pornographic class.

Normal class. frame, Normal class.

£
2

Normal class.

Pornographic class.

(f) Video 2, first video frame, (g) Video 2, second video (h) Video 2, third video (i) Video 2, fourth video (j) Video 2, fifth video frame,

Normal class. frame, Normal class.

frame, Normal class.

frame, Pornographic class. Pornographic class.

Figure 2: Sample pornographic videos with both normal and pornographic video frames in Fine-grained Pornography Dataset.

In light of this, we present the Fine-grained Pornography Dataset
(FPD). Our dataset, the first of its kind, is built over both pornogra-
phy and normal video frames, in which each video frame is man-
ually labeled. To achieve such a goal, for each video frame, we
manually label it as either pornography or normal, according to
the video frame context. For instance, video frames are only la-
beled as pornography when showing sexual intercourse, naked
actors, among other explicit adult content. In contrast, if a video
frame, even when originated from a pornographic video, is showing
clothed actors, and no sexual intercourse, the video frame is labeled
as normal.

Figure 2 shows sample video frames from the FPD dataset and
their related manually assigned labels. The dataset was built through
the manual analysis of 14,671 videos, resulting in a total of 476,482
video frames, extracted from 1,351 and 13,320 pornographic and
normal videos, respectively. The analyzed videos were gathered
from the public domain, such as pornographic websites and public
video-sharing platforms. Hence, they include people from different
ethnicities, races, and gender performing different activities, either
pornographic related or not.

4.2 The Performance of Image-based CNN in
Fine-grained Pornography Dataset

To evaluate the impact of context-dependent detection of porno-
graphic content, we apply state-of-the-art image-based CNN ar-
chitectures in the FPD dataset. The architectures are evaluated
according to their video frame accuracy, thus, enabling the evalua-
tion of their accuracy concerning context-dependent pornographic
content. Three CNN architectures were evaluated, with and with-
out transfer learning (TL) [23]: the Alexnet [15], Caffenet [12],
and Googlenet [28]. The CNNs were built and evaluated in Caffe
AP], version 1.0. For the transfer learning evaluation, we use the
pre-trained weights as obtained from the well-known ImageNet
dataset [16].

For training purposes, the FPD dataset was split in train, val-
idation, and test datasets, comprising 60%, 20%, and 20% of the
videos that compounds the original FPD dataset, respectively. Each
dataset contains unique videos, hence, properly establishing the
CNN model generalization capacity. The training dataset is used for

Table 1: Traditional image-based CNN architectures accuracy
performance in the FPD dataset. Normal and Porn accuracy
denotes the ratio of normal and pornographic frames cor-
rectly classified as such. Context-dependent (CD) accuracy
denotes the ratio of normal frames in pornographic videos
correctly classified as normal.

Video Frame Accuracy (%)

CNN Normal | Porn CD
Caffenet 94.58 68.52 65.86
Alexnet 97.80 63.14 72.85

Googlenet 95.48 62.07 71.58
TL Caffenet 99.11 79.52 69.73
TL Alexnet 96.92 73.02 65.76

TL Googlenet 95.46 62.07 71.58

the CNN model building, while the validation dataset is used at the
training phase, for generalization estimation. The final accuracy
is computed through the test dataset. Each evaluated architecture
was executed for 1000 epochs, and its learning rate set empirically
according to the resulting loss and a momentum weight of 0.9.

Table 1 shows the obtained accuracy in the FPD test dataset for
each evaluated CNN architecture. It is possible to note a high detec-
tion accuracy for frames labeled as Normal. In contrast, video frames
extracted from pornographic videos (Pornographic and Context-
dependent, Table 1) present a significantly lower accuracy rate. This
is because, in the FPD dataset, a pornographic video may contain
both normal and pornographic video frames, significantly increas-
ing the classification difficulty to the underlying CNN model.

4.3 Discussion

The evaluation, through the built dataset, showed that current and
widely used pornography detection image-based CNN architec-
tures are unable to detect pornographic content in videos reliably.
This is because current proposed schemes in the literature often
neglect the context-dependent nature of pornographic videos, in
which a pornographic video may also contain normal scenes (see
Figure 2). Consequently, proposed techniques that assume that a
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Figure 3: Proposed motion-based pornography detection model for real-time fine-grained detection of pornography in videos.

video will only contain video frames from the same class, either nor-
mal or pornographic, will be unreliable for production deployment,
decreasing their accuracy under a video context change.

5 A MOTION-BASED PORNOGRAPHY
DETECTION MODEL

To address the challenge of context-dependent detection of porno-
graphic videos in real-time. We present a motion-based pornogra-
phy detection model. The goal is to enable the real-time detection of
context-dependent pornographic content in videos. That is, without
requiring the prior availability of all video frames, or a significant
part of it, for the classification process, while maintaining its relia-
bility when a context change in a video occurs. The operation of
our model proceeds in two main stages: Motion-based Description
Extraction and Analysis, and Unified Frame Motion Analysis.

The Motion-based Description Extraction and Analysis is per-
formed twofold. First, it extracts motion-based descriptors from
the analyzed frame. The motion-based descriptors enable the repre-
sentation of the frame context, concerning its prior frame. Conse-
quently, further analysis can be performed according to the current
frame motion, which acts as its context representation. Then, the
extracted motion-based descriptors are fed to an image-based CNN
model. As a result, the underlying CNN model can analyze the
frame context. The Unified Frame Motion Analysis is responsible
for collecting all the analyzed frame motion descriptors, and the
detailed analysis as performed through the CNN model, and output
a related frame class.

The module applies a shallow classifier, fed with all used motion-
based descriptor analysis output, to produce a unified and final
video frame class. Therefore, the model can analyze the video frame
context, as obtained from several motion-based analysis, to reliably
classify context-dependent pornographic video frames.

The proposal overview is shown in Figure 3. The next subsections
describe in detail the proposal stages, including the architecture of
the modules that implements the stages and the description of the
main components.

5.1 Motion-based Description Extraction and
Analysis

Context-dependent pornographic content poses a significant chal-
lenge to traditional image-based CNN techniques. Similar frames

produce similar input pixels to the underlying CNN model, which
in fact might pertain to distinct classes. Therefore, the classifica-
tion of the input video frames based only on the current analyzed
frame may result in a higher error rate in production (evaluated in
Section 4.2).

Our model extracts motion-based features to enrich the available
input data before a decision can be made regarding the analyzed
video frame. However, to enable real-time video analysis, our model
extracts motion-based descriptors concerning only two adjacent
video frames. Consequently, our proposal only incurs in the require-
ment of the prior frame from the current analyzed video frame.

Consider an analyzed video frame, namely f%, and a correspond-
ing prior analyzed frame, namely f*"1. In real-time, the module
extracts a set of motion-based descriptors from the f%, concerning
its prior f"1. For instance, for each analyzed frame, the module
may extract the structural similarity map [20], and optical flow [27]
descriptors (Motion Extraction, Figure 3). Then, each of the extracted
motion-based descriptors is individually classified by a correspond-
ing image-based CNN (CNN, Figure 3).

As a result, each CNN outputs a related video frame label, ac-
cording to the input motion-based descriptor. Therefore, the pro-
posal can extract several motion-based descriptors, which acts as
a context-based measure for pornography detection in our pro-
posal and analyze each descriptor accordingly, through the set of
image-based CNN. The final classification outcome, as represented
through the set of the CNN classifications, are fed to the Unified
Frame Motion Analysis.

The proposal insight, through motion-based descriptors, is that
context-dependent pornographic content can be detected through
image-based CNN models. However, to enable real-time detection,
our proposal extracts the motion-based descriptors through the
analysis of two adjacent frames. Consequently, decreasing the pro-
cessing needs while also enabling real-time detection.

5.2 Unified Frame Motion Analysis

Finally, the Unified Frame Motion Analysis module is responsible for
producing a final video frame classification outcome. The module
receives the set of individual CNN classifications, as output by
each of the motion-based descriptors. Each classification outcome,
comprise the assigned video frame label, and the CNN confidence
values for both normal and pornography classes. Consequently,
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each used motion-based descriptor produces three values, which
are used to compound a unified feature vector. The built feature
vector is forwarded to a shallow classifier. The shallow classifier, in
turn, produces a final video frame classification, as either normal
or pornography. Therefore, the model can jointly evaluate several
motion-based descriptors, which act as a representation of the video
frame context, to classify pornographic video frames according to
their context in real-time.

5.3 Discussion

Fine-grained classification of pornographic video frames introduces
several challenges to traditional image-based CNN architectures.
The proposed model aims to enable the fine-grained classification
of video frames, while taking into account the context-dependent
nature of pornographic videos, in a real-time manner. To this end,
the proposal is twofold.

First, we extract several motion-based descriptors, which acts as
a representation of the video frame context to enrich the available
data used for classification purposes. Noteworthy, our proposal
only demands two adjacent video frames to extract motion-based
descriptors, enabling real-time detection, taking into account that
it does not require the prior availability of all video frames for
classification purposes.

Second, we jointly evaluate the outcome of the motion-based
descriptor analysis by applying a shallow classifier over the indi-
vidual produced classifications. As a result, the proposed model can
jointly evaluate the video frame motion, concerning the set of used
motion-based descriptors. Therefore, the proposal can improve the
classification accuracy of its underlying models, considering that
several motion-based descriptors are used, instead of the evaluation
of a single video frame, as made by state-of-the-art techniques.

6 EVALUATION

The present evaluation focuses on answering three research ques-
tions: (Q1) Does the proposed motion-based classification enables the
detection of pornographic content in videos? (Q2) Does the proposed
unified frame analysis aid in detecting pornographic content in real-
time? (Q3) Can the proposed fine-grained approach be applied to
detect pornographic content in a video granularity?

The next subsections describe how we build the proposed model
and how it performs in our dataset.

6.1 Model Building

The same set of CNN architectures used in Section 4.2 were evalu-
ated through our model. Similarly, the same evaluation procedure
was adopted, wherein 60%, 20%, and 20% of videos are used for
training, validation, and testing purposes.

Three widely used motion-based descriptors in the literature
were used. The optical flows obtained with the Lucas-Kanade [31]
and PLK algorithms [4], and the structural similarity map between
adjacent frames [30]. An example of the extracted motion-based
descriptors is shown in Figure 1. As described in Section 5.1, each
video frame descriptor was extracted through the analysis of the
current and prior one. The motion-based descriptors were imple-
mented in Python programming language using the OpenCV API

J. Geremias et al.

Table 2: Frame granularity accuracy performance of motion-
based CNN architectures in FPD dataset considering the fol-
lowing topologies: Caffenet (C); Alexnet (A); Googlenet (G);
TL Caffenet (TL-C); TL Alexnet (TL-A); TL Googlenet (TL-G)

Motion Accuracy (%)
Type CNN | Normal | Porn | CD
C 97.21 43.07 | 66.65
A 89.57 65.78 | 53.52
G 98.69 2447 | 87.74

TL-C 95.90 61.01 | 60.27
TL-A 93.98 65.40 | 58.58
TL-G 95.12 42.49 | 77.03

Pyramidal
Lucas-Kanade
(PLK)

N C 98.14 | 67.19 | 64.89
"§ A 97.81 | 62.68 | 75.47
S G 98.16 | 65.63 | 72.73
5 TL-C | 9895 | 77.98 | 65.86
g TL-A | 9882 | 77.58 | 63.42
— TL-G | 99.41 | 74.96 | 76.04
o C 93.75 | 46.02 | 62.26
33 A 90.61 | 79.76 | 40.47
2SS | G 97.45 | 60.57 | 65.00
258 | TL-C| 9783 | 6745 | 64.49
% E TL-A | 9607 | 75.09 | 58.33
wn

TL-G 98.59 65.44 | 76.08

version 2.4 [24]. For each extracted motion-based descriptor, a CNN
model is built and evaluated.

6.2 Motion-based Classification

The first experiment relates to question Q1, and aims to evaluate
whether each individual motion-based descriptor can be used for
classification purposes. We build and evaluate the same set of CNN
architectures evaluated in Section 4.2 through each of the extracted
motion-based descriptors.

Table 2 shows the obtained video frame accuracy concerning
each of the extracted motion-based features. It is possible to note
that the used motion-based features presented similar accuracy to
those obtained with the image-based CNN. In most cases, the pro-
posal presents more stable detection rates than those obtained from
image-based CNN architectures. In other words, the accuracy of
CNN architectures, built from motion-based descriptors, is not sig-
nificantly degraded when facing context-dependent pornographic
content. As an example, the most accurate motion-based CNNs (7L
Alexnet for the PLK-based optical flow, and TL Googlenet for the
Luca-Kanade and Structural Similarity Map descriptors, Table 2),
presented in average only a 6.2% of accuracy difference, for the
classification of pornography to context-dependent video frames.

As a result, the proposed motion-based detection scheme can
remain reliable to the user, taking into account that it will present
similar accuracy rates to the test phase when used in production.

6.3 Unified Frame Analysis

To answer question Q2, we select the most accurate CNN models for
each of the extracted motion-based descriptors (shown in bold in
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Table 3: Proposal final accuracy performance in FPD dataset
(by frame).

Shallow Accuracy (%)
Classifier Normal | Porn | CD
NaiveBayes 95.00 94.07 | 90.58
RandomPForest 95.78 92.56 | 99.98
MLP 95.66 93.08 | 90.68
SVM 95.51 93.19 | 91.57
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Figure 4: Proposed motion-based pornography detection
(RandomForest, Table 3) and traditional image-based CNN
detection ROC comparison (TL Caffenet, Table 1).

Table 2), to build the shallow classifier input feature vector (Unified
Frame Analysis, Figure 3).

We build several well-known shallow classifiers [9, 29] and use
them for the video frame classification. The classifiers were built
on top of Weka API, version 3.8. The input features for the Naive
Bayes were discretized through the supervised discretization al-
gorithm [32]. For the Random Forest classifier, 100 decision trees
were used as base-learner. The Multilayer Perceptron (MLP) was
implemented with a learning rate of 0.3, and a momentum of 0.2.
Finally, the Support Vector Machine (SVM) was executed with the
RBFKernel, with a gamma value of 0.01.

Table 3 shows the obtained classification accuracy for each of
the evaluated shallow classifiers. In such a case, it is possi ble to
note a significant accuracy improvement when compared to the tra-
ditional image-based CNNs. In other words, the proposed approach
was able to improve the detection accuracy of context-dependent
pornographic content significantly. For instance, regarding the most
accurate shallow classifier, RandomForest, the proposed approach
was able to improve detection accuracy by 13% and 30% for porno-
graphic and context-dependent video frames, respectively - with a
tradeoff of only 3% for the classification of normal video frames.

In Figure 4 we further investigate the accuracy improvement
provided by our proposal when compared to the state-of-the-art.
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Figure 5: Proposal, implemented through RandomForest, FP
and FN relation when used for video classification purposes.

The proposed scheme significantly improves AUC, providing more
accurate operation points when compared to the traditional ap-
proach.

6.4 Video Classification

Finally, to answer question Q3, we apply the proposed detection
scheme for video classification purposes. We evaluate all video
frames and deem a video as pornography according to a selected
pornographic threshold. The pornographic threshold establishes
the ratio of video frames that must be classified as pornographic to
classify a given video as pornographic related.

Figure 5 shows the relation between the pornographic threshold
and the obtained video accuracy. It is possible to note that our
proposal is able to reach an FN rate of 8% and an FP rate of 9% when
using a pornographic threshold of 50%. Nonetheless, when varying
the used pornographic threshold, one is able to further decrease
the FP rate according to his discretion.

Besides being applicable for real-time fine-grained (video frame
granularity) classification of pornographic videos, our proposal can
also be applied for offline classification of pornographic videos,
with high accuracy rates for both cases.

7 CONCLUSION

Current approaches for pornography detection in videos are unable
to provide real-time and fine-grained detection of pornographic
content while taking into account the context-dependent nature
of such kind of media. We proposed a motion-based classification
scheme able to significantly improve detection accuracy in real-time
for fine-grained context-dependent pornographic content classifi-
cation in videos.

The proposal insight leverages motion-based descriptors to in-
crease the video frame features to be used by the underlying CNN
model. In addition, to enable the usage of several motion-based
descriptors, we apply a shallow classifier to evaluate the final video
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frame classification outcome jointly. As a result, our proposal was
able to improve state-of-the-art pornography detection approaches
accuracies significantly while providing a real-time and fine-grained
detection scheme.

For future works, we are going to pursue a lightweight detec-
tion approach for resource-constrained devices, and evaluate our
proposal in further context-dependent fields, such as violent scenes
and human activity recognition.
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