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Abstract—Network-based intrusion detection is a widely ex-
plored topic in the literature. Yet, despite the promising reported
results, designed schemes are rarely used in production envi-
ronments. Apart from evolving as time passes, the behavior of
network traffic varies significantly, rendering proposed schemes
unreliable for real-world application. This paper proposes a
new stream learning intrusion detection aiming for feasible
model updates, implemented in three phases. First, intrusion
detection is performed through a stream learning classifier,
enabling incremental model updates to be performed. Second,
new network traffic behavior is identified through a one-class
learner. Third, identified new network traffic is incrementally
incorporated into our system. Experiments performed on a
dataset containing evolving network traffic behavior have shown
our proposal feasibility, reaching up to 96% of accuracy while
demanding only 48% of labeled events to be provided.

Index Terms—Intrusion Detection, Stream Learning, Concept
Drift, Machine Learning.

I. INTRODUCTION

Over the past years, the number of reported cyberattacks

are increasing and is still on the rise, showing that current

security solutions have been ineffective to protect compu-

tational systems. According to a Kaspersky report, only in

2021, more than 15% of all Internet users were targeted by

a cyberattack, representing a 50% increase compared to its

precedent year [1]. Consequently, the provision of security

solutions able to detect this growing number of network threats

becomes a must. In practice, network operators resort to

network-based intrusion detection systems (NIDS) to detect

network attacks, typically implemented through two main

approaches [2]. On one hand, misuse-based techniques signal

network attacks based on previously known attack patterns,

performing the detection task through a pattern matching

approach. Nevertheless, this method can only detect previously

known threats, leaving systems unprotected against new kinds

of attacks [3]. On the other hand, behavior-based techniques

perform the detection task according to the behavior of the

analyzed event, signaling misconduct according to a previously

modeled behavior. Therefore, behavior-based approaches can

detect new (zero-day) attacks, assuming that these new attacks

behave similarly to previously modeled ones.

Due to the ever-increasing number of network-based at-

tacks, several works have been proposed for behavior-based

detection of network attacks [4, 3]. Most proposed approaches

perform the detection task through machine learning (ML)

techniques, typically using pattern recognition approaches. To

conduct such a procedure, an ML model is built through a

computationally demanding model training task. In such a

case, the behavior of a training dataset, composed of huge

amounts of labeled production environment samples, is eval-

uated. Finally, the performance of the built ML model is

estimated through a test dataset, which is then assumed to

be evidenced when the system is deployed in a production

environment.

The behavior of networked environments, unfortunately, is

highly variable as well as evolves as time passes [5]. As

time goes on, new network attacks can be identified, and new

network services can be provided. The non-stationary network

traffic behavior poses a great challenge to current behavior-

based approaches proposed in the literature. The reliability

of designed ML techniques is bound to the behavior used

during the training phase [6]. As a result, changes in network

traffic demand the provision of a new ML model, which can

only be obtained after the collection of new network traffic,

its labeling, and the execution of the model training task [5].

Therefore, model updates pose a high cost, and may demand

several days or even weeks to be conducted, leaving systems

unprotected while an updated model is not yet available.

Surprisingly, the non-stationary behavior of network traffic

is often neglected in the literature, wherein authors assume

that model updates can be executed as needed, despite the

challenges related to the data collection and labeling. Conse-

quently, despite the promising reported results in the literature,

behavior-based intrusion detection remains mostly a research

topic, rarely being deployed in production environments.

A popular approach used in the literature to address environ-

ments with non-stationary behaviors’ relies on stream learning

techniques [7]. In contrast to traditional pattern recognition

approaches, stream learning enables incremental model up-

dates to be performed as time passes, significantly decreasing

the computational costs associated with the model-building

task. Opposite to traditional approaches, the current model

is not discarded during model updates, in the contrary, it is

performed for each evaluated event in an incremental manner.

This paper proposes a new stream learning intrusion detec-
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tion model for concept drifting network traffic, implemented

through three phases. First, intrusion detection is performed

through a stream learning detector, able to incorporate new

network traffic behavior as time passes. Second, new net-

work traffic behavior is identified by making use of a one-

class stream learning algorithm. The algorithm is trained

with instances used during the training phase, thus, signaling

unknown behaviors that should be used for model updates.

Therefore, it enables operators to proactively identify when

model updates must be performed, as well as which network

events are unknown to our deployed scheme. Third, identified

new network traffic is incrementally incorporated by our

model, decreasing the computational costs of model updates.

In summary, our paper’s main contributions are as follows:

• A new stream learning intrusion detection model for

concept drifting network traffic. The proposed model

can incorporate new network traffic behavior’s into the

deployed model.

• A model for detection of new network traffic that must

be incorporated into the intrusion detection model in

unsupervised settings.

The remainder of this paper is organized as follows.

Section II introduces the background related to our paper.

Section III presents related works on intrusion detection.

Section IV describes our proposed model, and Section V

evaluates our scheme. Finally, Section VI concludes our work.

II. NETWORK-BASED INTRUSION DETECTION AND

STREAM LEARNING

Network-based intrusion detection systems (NIDS) are com-

monly implemented through four sequential modules [8],

namely Data Acquisition, Feature Extraction, Classification,

and Alert. The Data Acquisition module collects the data from

the monitored environment, typically reading the passing net-

work packets from a network interface card. The collected data

is fed as input to a Feature Extraction module, which performs

the associated data preprocessing and the extraction of the

proper behavioral features. Usually, in NIDS, network traffic

is classified according to the network flow, which depicts

the behavior of network traffic in a given time interval. For

instance, the number of sent/received network packets between

two given hosts over the last 15 seconds. The extracted set

of features is classified by the Classification module, which

establishes the network flow label as either normal or attack,

signaling identified threats through the Alert module.

Several highly accurate machine learning (ML) techniques

have been proposed for the network flow classification task [2].

Prior work generally resorts to pattern recognition approaches,

yielding highly accurate intrusion detection accuracies. To

achieve such a goal, researchers use three distinct datasets,

namely training, validation, and test. The first is used for

extracting the behavioral ML model, thus, must be composed

of a representative number of network samples. The validation

dataset is often used during the model building phase, enabling

the model finetuning to be executed, such as the selection of

features and the model hyperparameters [9]. Finally, after the

proper model building, the test dataset is used to validate the

final model accuracy. Consequently, the accuracy measured

through the test dataset is assumed to be evidenced when the

model is used in production environments.

Despite the benefits achieved through ML in several

fields, such as image classification [10], performance moni-

toring [11], and fault detection, their actual deployment in the

intrusion detection field remains a challenging task. The ML

methods are mostly used as a research field, rarely deployed

in real-world applications [12].

The behavior of networked environments is non-static due to

the evolving characteristics of network traffic [13]. As a result,

the accuracy rates measured through the test dataset are only

reliably evidenced in production if the network traffic behavior

remains unchanged. In contrast, network traffic changes daily,

a situation caused due to the discovery of new attacks, the

provision of new services, or even changes in the network

traffic communication link.

These naturally occurring changes in network traffic be-

havior demand the execution of frequent and time-consuming

model updates [5]. To achieve such a goal, a new training and

testing dataset must be collected and adequately labeled, often

only achieved through expert assistance. Notwithstanding, the

model update must be executed from scratch, as traditional

pattern recognition discards the outdated model during the

model training phase. As a result, model updates are neither

cheap nor easily feasible in network-based intrusion detection,

in the contrary, their execution often poses a high cost, while

also demanding several days or even weeks before an updated

model is available, leaving systems unprotected during such

a period [14]. Surprisingly, the literature still neglects such a

challenge, assuming that model updates can be easily executed

as time passes.

A suitable approach used in scenarios wherein the environ-

ment behavior may change as time passes resorts to stream

learning techniques. Contrary to traditional ML approaches,

stream learning aims to enable incremental model updates

to be performed as time passes, incorporating new behaviors

into a previously existing model. More specifically, stream

learning deals with a potentially unbounded infinite sequence

of data items that must be processed over time. The in-

coming data items must be processed (i.e. classified) while

considering potential stream changes with very costly data

labeling. Notwithstanding, due to the potentially infinite nature

of processed streaming, designed algorithms must be able to be

incrementally updated without requiring the data storing, while

also considering a resource-constrained scenario in terms of

processing and memory.

Stream Learning differs from conventional batch processing

in: i) the data elements in the stream arrive online; ii) the

system has no control over the order in which the data

elements arrive to be processed; iii) stream data are potentially

unlimited in size; iv) once an element of a data stream has been

processed, it is discarded or archived and cannot be easily

retrieved unless it is explicitly stored in memory, which is

usually small relative to the size of the data streams. Further,
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the latency of stream processing is better than micro-batch,

since messages are processed immediately after arrival [15].

A stream ψ is an unbounded set of data, ψ = {Dt|0 ≤ t}
where a point Dt is a set of attributes with a explicit or implicit

time stamp. Formally one data point is Dt = (V, τt), where V

is a p-tuple, in which each value corresponds to an attribute,

and τt is the time stamp for the t-th sample.

Hoeffding Tree introduces the decision tree rationale in

stream learning settings. The algorithm takes advantage of

the Hoeffding Bound to enable it to learn stream patterns

without storing the input data samples for future processing.

Thus, it provides the same asymptotically guarantees when

compared with traditional batch learners, as explores the

statistical distribution of samples, significantly decreasing the

memory needs.

Stream learning algorithms can provide benefits that can

address the model update task in intrusion detection. Apart

from significantly decreasing the computational costs of model

updates, stream learning algorithms must be able to address

concept drift, a situation wherein the behavior of the processed

environment changes.

III. RELATED WORKS

Intrusion detection through machine learning (ML) tech-

niques has been a subject of a plethora of works in the

literature. Yet, despite the promising reported results, IDS are

rarely deployed in production environments, as the network

traffic behavior changes as time passes, and prior works

neglect model update tasks [16].

For instance, N. Moustafa et al. [17] proposes an ensemble-

based intrusion detection model for the internet of things

aiming for higher accuracy rates. Their proposed scheme

makes use of new flow-based features for network traffic

classification and achieves higher accuracies when compared

to other approaches. Similarly, the authors assume that model

updates will be performed periodically, despite the challenges

it introduces. Recently, W. Lunardi et al. [18] proposed

an unsupervised anomaly-based deep learning technique for

network-based intrusion detection. Their proposed model was

able to improve detection accuracy when compared to tra-

ditional techniques in a normal-only training setting through

a predefined threshold to identify anomalous network traffic.

However, their proposed scheme overlooks model updates,

assuming that only attack-related network traffic is subject

to changes as time passes. Y. Zhou et al. [19] addressed

intrusion detection through an ensemble-based approach coped

with a feature selection scheme. Their proposal was able to

significantly improve classification accuracy when compared

to the traditional approach, however, overlooked changes in

network traffic.

The evolving nature of network traffic is hardly considered

in the literature. E. Viegas et al. [9] addressed network traffic

changes by aiming the building of machine learning models

with a higher lifespan. To achieve such a goal, the authors

perform a multi-objective feature selection that introduces

a measure for model longevity. Similarly, R. dos Santos et

al. [20] aimed higher model lifespan considering the classi-

fication reliability during model training in a reinforcement

learning setting. Both approaches can decrease the frequency

in which model updates are necessary, however, does not

address how such a task can be eased when performed.

Stream learning techniques for intrusion detection task is

not widely evidenced in the literature, despite the benefits

it introduces to proposed schemes. P. Horchulhack et al. [5]

uses stream learning algorithms to perform incremental model

updates in intrusion detection. The authors incrementally adapt

the stream learning algorithm based on the confidence score

of the used approaches. However, if the confidence score of

used stream learners is biased, the need for model updates

will not be identified. N. Martindale et al. [21] evaluates an

ensemble-based approach using a variety of stream learning

algorithms. The authors’ approach addressed intrusion detec-

tion by incrementally adapting their used model, however, the

identification of new network traffic was not addressed.

Andreoni Lopez et al. [22, 23] use the stream learning

platform for the intrusion detection system. The system uses

Apache Spark while running a traditional decision tree al-

gorithm. The proposal can detect concept drift on network

traffic. When a concept drift is detected, the model is updated

incrementally. Nevertheless, the proposal could not perform

model updates in an unsupervised manner.

It is possible to note that intrusion detection tasks through

machine learning techniques have been widely explored in the

literature [2, 18], yet, their use in production environments

remains low. Most proposed schemes overlook the challenges

related to network traffic behavior changes, whilst assuming

that model updates will be performed periodically [3].

IV. A STREAM LEARNING INTRUSION DETECTION

SYSTEM FOR CONCEPT DRIFTING NETWORK TRAFFIC

In light of this, we propose a new stream learning intrusion

detection system for concept drifting network traffic imple-

mented in two phases, namely Classification Pipeline and

Update Pipeline.

First, the Classification Pipeline addresses intrusion detec-

tion as a stream learning task, enabling model updates to be

performed incrementally. Our main insight is to employ stream

learning algorithms to easiness the model update task in face of

new network traffic behavior. As a result, when new network

traffic is identified, its behavior can be adequately incorporated

by our proposed scheme.

Second, we address model updates by using a one-class

stream learning scheme. Our proposal contribution is to iden-

tify new network traffic, that must be used for model updates,

without the assistance of an expert. To achieve such a goal,

we build a one-class stream learning algorithm based on the

network events previously used for the training phase. Our

main insight is to use the one-class algorithm to identify

network behaviors not previously used for training, hence,

new network flows must be incorporated into our scheme.

Consequently, our proposed scheme can significantly decrease

expert intervention to address new network traffic. Finally, new
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Fig. 1: Overview of our proposed stream learning intrusion detection model for concept drifting network traffic. Classification is performed through a stream
learning scheme, while new network traffic is identified by using a one-class stream learner.

network traffic behavior is incrementally incorporated by our

model.

The next subsections further describe our proposed model,

shown in Figure 1, including the modules that implement it.

A. Classification Pipeline

Our proposed model takes into account a traditional

network-based intrusion detection scheme implemented by

making use of a behavior-based detection approach. Contrary

to most prior works, our scheme performs the network traffic

classification through a stream learning model.

The classification starts with a to-be-classified network

event collected by a Data Acquisition module (see Fig. 1),

e.g. a network packet. The collected event is used as input by

a Feature Extraction module which extracts a set of behavioral

flow features compounding a feature set, used twofold in our

approach. On one hand, the extracted behavioral features are

fed to a stream learning classifier, which outputs a correspond-

ing classification outcome. The classification triggers alerts if

a network attack is identified, signaling to the operator the

identified network intrusions. On the other hand, the feature

set is also fed as input to our proposed Update Pipeline to

identify newly occurring network traffic in an unsupervised

fashion.

B. Update Pipeline

The behavior of network traffic changes as time passes,

demanding model updates to be performed periodically. How-

ever, model updates pose significant challenges, mainly due

to the identification of behavior changes in network traffic, as

well as the labeling task of the newly occurring events, often

only achievable by expert assistance.

To address such a challenge, our proposed model makes use

of a one-class stream learning model to proactively identify

network events that are unknown to the stream learning

classifier. The one-class model is trained based on the events

used for stream learning model training, therefore, it identifies

as anomalies network behaviors not similar to those used

for training purposes. The newly occurring network traffic

(anomalies) is then used for incremental model updates over

the current stream learning classifier and the used one-class

stream learner. The update pipeline procedure is shown in

Figure 1 and is executed for every new event that our scheme

Algorithm 1 Proposal classification and update scheme.

Require:

Learner l← f(x) = y ▷ Stream Learner

One-class Learner o← f(x) = v∗ ▷ One-class

Anomaly Threshold t ∈ [0, 1], typically t = 0.1
Stream S ← {event1, . . . , event∞}
Start in initial state s ∈ S
while s is not final do

FeatureVector x = extractFeatures(s)
Classification c = predict(l, x)

if c is attack then

alert(e)
end if

if anomalyScore(o, x) ≥ t then

Label label← requestLabel(e)
l← incrementalUpdate(l, x, label)
o← incrementalUpdate(o, x)

end if

s← s′ ▷ Next network event

end while

will classify. The algorithm applies our proposed one-class

detector to identify new network traffic. Signaled events are

fed as input to a Verification module that adequately labels the

new network traffic, e.g. through human assistance. Finally,

the labeled event is fed as input to the Incremental Update

module, which performs the model update on both the stream

learning classifier and our one-class stream learner.

Algorithm 1 shows our proposal classification and update

procedure. It receives as input a stream learner (l), a one-

class learner (o), with an associated anomaly threshold (t),

and the stream source (s). The model update is executed

for every classified event. The scheme continuously reads an

unbound sequence of network events from a given stream (s).

The behavior of the event is extracted compounding a feature

vector (x), subsequently classified by a given stream learner

(l). If the classification outcome (c) is deemed as an attack, it is

properly reported. After the event classification, the one-class

learner (o) computes an anomaly score and evaluates it with

a given anomaly threshold (t). Anomalous events are used for

incremental model updates on both our used stream learner

and our one-class learner.
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(a) Gradient Boosting (b) Hoeffding Tree

Fig. 2: Accuracy performance of selected classifiers on FGD dataset, in a
1-minute periodicity. Classifiers are trained using the initial minute of the
dataset in the known scenario in a streaming manner. No model updates are
performed as time passes.

As a result, our proposed model’s main contribution is

to enable the selection of which events are unknown to the

underlying stream learning model. Thus, the number of events

that an expert must label is significantly decreased, given that

not all events will be used for model updates, significantly

easing the conduction of model updates as time passes.

V. EVALUATION

Our proposed model was evaluated considering the follow-

ing research questions (RQ):

• (RQ1) How do the traditional classifiers performs with

no updates?

• (RQ2) How does the updated classifiers counterpart

performs?

• (RQ3) What is the performance of our proposed model?

The next subsections further describe our performed evalu-

ations including the model building and used dataset.

A. Model Building

Our evaluation is performed based on the Fine-grained

Intrusion Dataset (FGD) [24]. It is made of network flows

that present the network variation which designed behavior-

based NIDS will experience in production environments. The

dataset contains events in three situations, as follows:

• Training. Network traffic remains unchanged as time

passes. Normal traffic depicts 5 different protocols, gen-

erated by 100 clients [25]. Attacker traffic depics port-

scanning attacks.

• Probing. The behavior of attacker network traffic shifts

to application-level scanning. Normal network traffic re-

mains unchanged.

• App. Scan. Attacker generates application-level pen-

testing. Normal network traffic does not change.

Therefore, during the testbed execution, the current scenario

behavior varies from Training, Probing, and App. Scan in a

10-minute window interval each, as further described in [25].

The feature extraction algorithm grouped events in intervals of

2-seconds while extracting 49 flow-based features from Viegas

et al. [9] work.

(a) Gradient Boosting (b) Hoeffding Tree

Fig. 3: Accuracy performance of selected classifiers on FGD dataset, in a
1-minute periodicity. Classifiers are updated every minute using all the data
that occurred before the model update procedure.

The selected classification schemes were evaluated con-

cerning their false-negative rates (FN), false-positive rates

(FP), true-positive rates (TP), and true-negative rate (TN), as

follows:

• True-Positive (TP): number of attack samples correctly

classified as an attack.

• True-Negative (TN): number of normal samples correctly

classified as normal.

• False-Positive (FP): number of normal samples incor-

rectly classified as an attack.

• False-Negative (FN): number of attack samples incor-

rectly classified as normal.

To evaluate selected techniques concerning the detection

of both normal and attack samples we compute the balanced

accuracy, as shown in Eq. 1.

BalancedAccuracy =

sensitivity
︷ ︸︸ ︷

TP/(TP+FN)+

specificity
︷ ︸︸ ︷

TN/(TN+FP )

2

(1)

We evaluate two widely used machine learning and stream

learning techniques. The first was implemented through the

Gradient Boosting (GBT) classifier. The latter was imple-

mented through the Very Fast Hoeffding Tree (VFHT) stream

learner. The GBT was evaluated with 100 decision trees as its

base-learner, where each one of them uses gini as the node

split quality metric, the classifier relies upon a 0.3 learning rate

value, with deviance as the loss function. The VFHT stream

learner was evaluated using information gain as the node split

criterion, a grace period of 200, and naive Bayes adaptive

as the leaf node prediction. Our proposed one-class stream

learner was implemented using a Half-Space Tree (HST). The

one-class learner is built using all the instances used for the

stream learning training procedure. The HST makes use of a

window size of 15, 25 estimators, while the anomaly thresh-

old varies for each experiment (Alg. 1, Anomaly Threshold)

The GBT was implemented through scikit-learn API v0.24,

whereas the VFHT and the HST were implemented on top of

scikit-multiflow API v. 0.5.3. The parameters of the selected

techniques were empirically set.
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B. Traditional Behavior-based Intrusion Detection

Our first experiment aims at answering RQ1 and evaluates

the classification performance of traditional behavior-based

intrusion detection techniques without performing updates as

time passes. In such a case, the selected classifiers are built

using the data that occurred during the first 5 minutes of

our dataset (Training behavior), and no model updates are

performed. Figure 2 shows the classification performance of

selected techniques in our dataset. It is possible to note that

the classification accuracy remains significantly high during

the training behavior, decreasing when a new behavior is evi-

denced (Probing and App. Scan). Consequently, model updates

must address the non-stationary behavior of the network traffic.

Our second experiment answers RQ2 and evaluates how

model updates can be used to address new network traffic

behavior. To achieve such a goal, we conduct periodic model

updates every minute in our dataset using the network events

that occurred over the last 1 minute. More specifically, we

perform periodic model updates in a 1 minute periodicity with

1 minute worth of data.

Figure 3 shows the classification performance of the selected

techniques when model updates are periodically performed. In

contrast to their no-update counterpart, periodically-updated

classifiers were able to address the non-stationary behavior

of network traffic. It is possible to note that classification

accuracies are increased as soon as the model update is per-

formed. For instance, in a Probing scenario, the classification

accuracy is initially degraded (Fig. 3, 10th minute), while after

the model is adequately updated the accuracy increases again

(Fig. 3, 11th minute onward). However, conducting such an

update procedure in production environments is not easily

feasible, due to the huge amounts of network traffic that

must be adequately labeled. Consequently, model updates must

be performed demanding as few as possible labeled network

events.

C. Stream Learning for Concept Drifting Network Traffic

Finally, we evaluate the performance of our proposed

scheme to address the evolving behavior of network traffic.

To achieve such a goal, we evaluate our scheme while varying

the anomaly threshold used by our one-class learner (Alg. 1,

Anomaly Threshold). The threshold must be defined based on

the operator’s needs, as a higher value will demand more

events to be adequately labeled, but will, as an assumption,

provide higher model accuracies. Therefore, we select two

operation points (thresholds), namely High, and Avg. using

a 0.85, and 0.45 anomaly thresholds respectively.

The two selected anomaly threshold operation points are

used to evaluate the performance of our model. Recalling that

we use the mentioned threshold to incrementally update our

proposed scheme (see Alg. 1) Figures 4a, and 4b show the

classification accuracy of our model according to the used

anomaly threshold. Our proposed model was able to improve

accuracy while demanding less events to be provided during

model updates (Fig. 3b vs. 4) For instance, our scheme at

a high operation point (Fig 4a) reaches an average accuracy

(a) Performance
(High Operation Point)

(b) Performance
(Avg. Operation Point)

Fig. 4: Accuracy performance of our proposed model on FGD dataset, in a
1-minute periodicity. Our proposal is updated every minute according to the
identified anomalous samples on the preceding minute.

of 95.49%, while demanding only a total of 48% of labeled

events to be provided as time passes. Notwithstanding, our pro-

posed scheme can achieve high classification accuracies even

when fewer events are provided for model update purposes.

For example, the Avg. operation point (Fig. 4b) reaches an

average accuracy of 94.46%, while demanding a total of 60%

of labeled events to be provided over time.

VI. CONCLUSION

The behavior of network traffic varies over time, signif-

icantly affecting the reliability of designed behavior-based

intrusion detection schemes. This paper proposed a novel

approach for feasible model updates through a stream learning

technique coped with a one-class learner. The first can incor-

porate new network traffic behavior as time passes into the

deployed model. The latter detects new network traffic that

must be used for model update purposes. The experiments

shown in the paper demonstrated our proposal’s feasibility.

For future works, we plan to evaluate our scheme on more

datasets.
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