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Abstract. The privacy challenges of social networks and their use by
children online require the assessment of legal frameworks and the im-
plemented service provider mechanisms to identify potential gaps. This
paper reviews the scientific literature on privacy mechanisms for children
on social networks. First, we extensively examine existing legal regula-
tions governing minors’ privacy on these platforms. Next, we overview
the current scientific literature to assess the mechanisms implemented
to safeguard the privacy of minors on social networks. Our findings sug-
gest a lack of consistency in legal frameworks for defining child privacy
mechanisms. Similarly, the existing literature often fails to consider the
alignment of their proposed solutions with current privacy regulations,
impeding their practical implementation in real-world scenarios.
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1 Introduction

Safeguarding children’s privacy is paramount due to risks like inappropriate data
collection, targeted advertising, and suspicious online interactions. According to
a report [7], nearly a quarter of major social media users began using these
networks in early childhood, even before reaching 6 years old. Notwithstanding,
≈ 90% of the people aged from 9 to 17 actively maintain a profile on digital
platforms. Consequently, the growing presence of children in the digital realm
exposes them to the collection of personal and sensitive information, prompting
considerable concerns regarding their security and privacy [10].

Over the past years, numerous laws have been enacted to safeguard personal
data and ensure the protection of children. Examples include the General Data
Protection Regulation (GDPR) in Europe and the General Data Protection Law
(LGPD) in Brazil, which primarily focuses on personal data protection. Similarly,
the Children’s Online Privacy Act (COPPA) was specifically established in the
United States to protect children’s data [30]. In this context, the technological
evolution of social networks poses several challenges in ensuring user privacy,
necessitating ongoing regulatory adjustments.

Children’s privacy holds significant relevance, given the escalating use of on-
line technologies and mobile devices among minors in recent years [28]. While



2 Abreu, M. et al.

this surge in children’s engagement with the technological landscape has led to
the routine collection and processing of data by service providers, it has con-
currently exposed this group to substantial privacy risks [11]. Children can be
considered vulnerable subjects due to various factors. Their vulnerability is un-
derscored by inherent physical and psychological fragility and a limited capacity
to make autonomous decisions. Special rights have been internationally and na-
tionally acknowledged to address this vulnerable status, specifically tailored for
this demographic group [1].

However, despite the existence of current regulations addressing the privacy
of minors, there remains a lack of a clear definition regarding the concept of
minors, whether considering the user’s age or their mental capabilities. Child-
hood encompasses the stage of human development from birth to adolescence,
marked by universally recognized characteristics like fragility and the need for
special attention and care over a substantial period [22]. At the regulatory level,
the Child and Adolescent Statute defines a child as a person up to the age of
12, while adolescents are those between twelve and eighteen years old, providing
clarity on specific age groups. Conversely, it is noteworthy that LGPD, COPPA,
and GDPR do not provide a unanimous definition of minors concerning privacy
issues, leaving room for legal interpretations. The lack of a precise legal defini-
tion for the concept of minors contributes to the absence of unified and universal
definitions in the realm of children’s privacy on social networks [26]. Despite reg-
ulations mandating parental consent for minors to use social networks and data
collection, service providers often neglect to implement compliance mechanisms.
These may include measures such as photo verification of official documents,
biometrics, or more robust security questions tailored to minors [20].

The absence of standardization poses challenges for global service providers,
requiring them to navigate diverse regulations based on users’ locations. This
variability directly affects the uniform protection of children’s data, as the se-
curity measures are contingent on each country’s specific regulations and prac-
tices. Additionally, this lack of standardization gives rise to complications in
adhering to laws, implementing specific processes, and incorporating security
mechanisms to ensure compliance with the distinct legal requirements of each
country. There is a scarcity of literature examining data privacy on social net-
works used by minors. This gap arises from the diverse nature of social media
platforms, each with unique architecture, posing a challenge to unify and as-
sess the implemented mechanisms [14]. Consequently, there is limited evidence
regarding the protective mechanisms adopted by websites and applications for
children, making it challenging to establish the effectiveness of existing laws.
In practice, service providers often exploit legislation’s lack of precise privacy
definitions and the ambiguity in defining minors. Additionally, the widespread
lack of transparency on many social networks hinders a proper understanding of
their policies, data collection practices, and the implementation of security and
privacy mechanisms [19].

In response to this gap, this paper undertakes an in-depth review of the
scientific literature concerning implemented privacy mechanisms for minors to
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safeguard their privacy on social networks. We commence with a comprehensive
review of current legal regulations governing the privacy of minors on social net-
works. Subsequently, we present a literature review focusing on the mechanisms
in place to safeguard the privacy of minors on social networks.

2 Data Privacy Regulations

The imperative for personal data protection has gained prominence by enacting
judicial decisions in numerous countries. Multiple data protection laws have been
implemented by sharing the idea that personal data warrants distinctive legal
protection. From a legal standpoint, discussions about the right to privacy ensued
due to new techniques and technological tools, enabling access and disclosure of
information related to an individual’s private sphere. Its primary focus is to
protect the data holder rather than the data itself. Consequently, any breach of
an individual’s personal information jeopardizes their security and integrity [10].
Data privacy involves adherence to established norms governing the collection,
disclosure, and use of information, encompassing elements such as name, age,
sexual orientation, race, and religious and philosophical beliefs.

Modern endeavors by numerous countries strive to safeguard privacy rights
in the digital realm, leading to the continual evolution of regulations on the
subject [12]. Examples of these regulations on a global scale include the General
Data Protection Law (LGPD) in Brazil, the Personal and Electronic Information
Privacy Act (PIPEDA) in Canada, the California Consumer Privacy Act (CCPA)
in California, the APPI Amendment of 2017 (APPI) in Japan, and the General
Data Protection Regulation (GDPR) in the European Union. The subsequent
subsections will explore privacy-related laws relevant to this work, specifically
GDPR, LGPD, and COPPA.

2.1 General Data Protection Regulation (GDPR)

The GDPR is legislation within the European Union that became effective in
2018, aiming to establish regulations for processing personal data. Broadly, the
GDPR is designed to support individuals with greater control over their data
more responsibly and transparently. It sets a standard that has influenced the
approach of numerous countries worldwide.

Concerning data processing, the GDPR includes the need for specific regu-
latory provisions for children. More specifically, it states that children warrant
special protection concerning their data due to their limited awareness of as-
sociated risks and rights. This safeguarding, especially relevant in marketing,
profiling, and direct service usage, should not necessitate parental consent for
preventive or counseling services directly provided to the child.

The GDPR also delineates conditions for obtaining children’s consent in the
context of digital services, emphasizing key aspects of data processing, such as:

– Minimum age for consent. Establishes a minimum age of 16 for consent,
requiring parental or guardian consent for processing data of children under
such age.
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– Parental consent. Stipulates that data processing is lawful only with parental
consent, necessitating the controller to verify consent diligently, leveraging
available technology.

– Clear information for children. Data controllers are mandated to furnish
children with clear and accessible information regarding the processing of
their data.

Therefore, while the GDPR does not feature a dedicated section on children’s
data protection, it comprehensively addresses the topic, encompassing crucial
provisions such as minimum age and parental consent. Notably, specific data
privacy laws may exist in some European Union states.

2.2 General Data Protection Law (LGPD)

The LGPD is a Brazilian legislation that safeguards citizens’ data privacy by
establishing regulations for collecting, storing, processing, and sharing personal
information. Specifically addressing children’s privacy, it emphasizes processing
data in the "best interests of the minor," aligning with the protective system for
children and adolescents.

Initially, concerns arose about the necessity of parental consent for data
processing. However, a statement by the National Data Protection Authority
(ANPD) clarified that data processing for children and adolescents is permissi-
ble under any legal scenario outlined in the LGPD, as long as the child’s interests
are respected. The law outlines the importance of special measures to ensure chil-
dren’s privacy and data security, acknowledging their vulnerability. However, the
shift away from requiring parental consent for data processing is viewed by some
as a regressive step, potentially easing the responsibilities of data controllers [7].

The law also outlines requirements for processing children’s data. Notably,
it mandates that information on data processing must be presented in a simple,
clear, and accessible manner, incorporating audiovisual resources when appro-
priate. This approach aims to provide necessary information for parents or legal
guardians and ensure comprehension by the child, discouraging complex lan-
guage and technical terms. The use of drawings, diagrams, flowcharts, videos,
and other resources is recommended to enhance accessibility for both children
and guardians.

2.3 Children’s Online Privacy Protection (COPPA)

COPPA is a U.S. legislation overseen by the Federal Trade Commission, estab-
lished to safeguard the online privacy of children under the age of 13. Enacted
in 1998 in response to concerns about collecting children’s personal information
on online platforms, COPPA applies to websites and online services directed
at children. The Act mandates that websites and services targeting children
must obtain parental consent before collecting and using personal information.
The legislation is structured into sections covering Definitions, General Require-
ments for the Protection of Children’s Privacy, Prohibitions, Administration and
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Table 1: Regulatory overview on privacy aspects for the child.
Privacy Aspect LGPD GDPR COPPA

Definition of personal data ✓ ✓

Definition of child ≤ 12 y/o ≤ 16 y/o ≤ 13 y/o

Consent of parents or guardians ✓ ✓ ✓

Transparency of the use of information ✓ ✓ ✓

Limited Purpose ✓ ✓ ✓

Data Minimization ✓ ✓

Data collection without parental consent ✓ ✓ ✓

Data processing notice ✓ ✓ ✓

Right to Review the provided data ✓ ✓ ✓

Privacy-Oriented Design ✓ ✓

Confidentiality of Collected Information ✓ ✓ ✓

Enforcement, Civil Sanctions, Regulations and Procedures, and Studies and Re-
ports.

It establishes the core provisions, including the obligation for websites to
notify parents and secure verifiable parental consent before collecting, using,
and disclosing information from children under 13. Websites are also required
to secure the information collected from children and give parents the right to
review the data. It also features prohibitions on certain practices, details the role
of the Federal Trade Commission, and specifies penalties for violations.

2.4 Discussion

The absence of adequate protection for sensitive data leaves room for potential
abuse, including the misuse of information for monitoring, manipulation, and
harm to children, posing both short and long-term risks. Moreover, there is an
observed deficiency in legal frameworks as they often fail to consider the risks
to children associated with profiling sufficiently.

Table 1 shows the regulatory overview on privacy aspects for children. It is
possible to note a lack of consensus on child privacy, even deviating from the
regulatory definition of minor’s age. This gap may stem from legislators not fully
comprehending the specific risks to children, resulting in legislation that may not
be promptly updated to address emerging concerns effectively.

3 Privacy on Social Networks

General data protection laws primarily concentrate on safeguarding broad rights,
often neglecting the specific implications for children [8]. For instance, consent
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requirements, privacy policies, and security measures are frequently not tailored
for the child audience. Another challenge pertains to defining the age of consent
(see Table 1). Establishing an accurate age for consent and comprehending its
implications is complex, as it may vary for legal, cultural, and social reasons.
This intricacy adds a layer of difficulty to addressing children’s specific needs
and considerations within the framework of data protection laws.

A pressing challenge involves constantly adapting laws in response to techno-
logical advances. The rapid growth of artificial intelligence, for instance, raises
questions about safeguarding data in environments where autonomous algo-
rithms process information in complex and often opaque ways. Establishing clear
boundaries for the ethical and responsible use of data in such contexts presents
a challenging task for policymakers and regulators.

The next subsections further explore the current literature on privacy mech-
anisms proposed for social networks.

3.1 Privacy on Social Networks

Social networks have become integral to the daily lives of millions worldwide,
serving as a platform for connection, information sharing, and interaction. No-
tably, their utility extends beyond entertainment; companies analyze trends for
personalized marketing, employers scrutinize candidate profiles, and the judi-
ciary leverages social networks for crime-solving evidence. Social media even
plays a role in influencing election outcomes [13]. This highlights that social
networks accumulate diverse and comprehensive information, such as Facebook
containing personal life details and LinkedIn featuring professional activities,
enabling the creation of detailed individual profiles [18]. Nevertheless, the digi-
tal environment raises substantial privacy concerns, and the primary challenge
in privacy solutions lies in balancing between preserving user privacy and not
impeding the advantages of socializing and information sharing.

One of the main privacy problems is information leakage, which comes from
users who put themselves at risk by interacting or disclosing their personal in-
formation. Still, leaks can also occur through third-party applications linked to
social media accounts or even due to vulnerabilities in services provided by the
social network. These information displays are of interest to different audiences,
such as: (a) Data Brokers: sell personal information to other parties, such as
banks, insurance companies, etc.; (b) Service providers: offer targeted services
and advertisements; (c) Criminals: carry out social engineering, spear phishing
or recovery of authentication techniques;

Concerning native privacy features, social networks usually allow users to
limit access to their information, leaving it visible only to friends, for example.
A user can create an account without explicitly revealing any information. This
allows the user to leave their information public and/or private. However, there
are privacy-related attacks that aim to infer user attributes that are incomplete
or missing [10]. Several works in the literature explore attribute inference in social
networks. These works can be classified into two main categories: friend-based
inference and behavior-based inference [5].
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Friend-based inference techniques leverage the homophily theory, positing
that two friends are likelier to share the same attributes than two strangers. For
instance, if most of an individual’s friends on a social network are enrolled at
a given university, it is plausible to infer that this individual is also a student
at that university. Several studies have utilized machine learning techniques to
validate this theory [24] [23]. Conversely, the behavior-based inference technique
utilizes the user’s and similar friends’ public attributes. Weinsberg et al. [30]
proposed a method for identifying user attributes, including gender, based on
the list of liked films.

In this context, having fine-grained privacy settings is essential for users to
have flexibility in controlling the exposure of their information. However, this fine
granularity may demand a significant cognitive effort from users, leading them
to ignore and trust only default privacy settings. Therefore, several authors have
proposed techniques for fine-grained privacy controls. Kruk et al. [14] introduced
an ontology-based access control mechanism that utilizes relationships between
users. This proposal employs a generic definition of relationships ("knows") as a
trust metric. It generates rules to control a friend’s access to resources based on
the degree of interaction in the social network [3]. Choi et al. [2] advanced Kruk’s
work with a more refined approach, considering more granular relationships (e.g.,
"worksWith", "isFriendOf ", "knows") to model the social network and access
control.

Fong et al. [8] introduces a Role and Relationship-Based Access Control
(ReBAC) model that treats relationships as polyrelational (e.g., distinguishing
teacher-student relationships from parent-child relationships) and directed (e.g.,
distinguishing teacher-student relationships from student-teacher relationships).
This model maps multiple access contexts organized in a tree-like hierarchy.
When access is requested in a context, relationships from all ancestral contexts
are combined with relationships in the target access context to construct a net-
work for making authorization decisions.

Research indicates that users on social networks frequently neglect available
privacy controls. For instance, over 99% of Twitter users maintain the default pri-
vacy setting, exposing their name, follower list, location, website, and biograph-
ical information. Similarly, most Facebook users retain default settings [13]. The
underutilization of privacy options is primarily attributed to a non-intuitive pri-
vacy setting interface, complex privacy settings, and an inherent trust in social
media.

To enhance user engagement in configuring privacy settings, providing an
appropriate graphical interface that facilitates understanding and reduces con-
figuration time is crucial. Several studies have aimed to develop such interfaces.
For instance, Paul et al. [19] introduced Colors for Privacy Settings (C4PS), em-
ploying colors to represent different visibility levels of attributes. For example:
(red) signifies visibility to no one; (blue) indicates visibility to selected friends;
(yellow) denotes visibility to all friends; (gray) represents visibility to anyone.
This allows users to choose the color for each attribute.
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The challenge with not changing default settings is that they often tend to
be more open than users would prefer [13]. Approaches have been proposed to
address this issue by automatically generating more suitable default privacy set-
tings. PriMA [28] proposed a privacy preference generator based on user profiles
similar to the account owner. The PolicyMgr [26] approach employed super-
vised machine learning with examples of privacy policies to build classifiers that
automatically generate privacy policies [6].

3.2 Child Privacy

Many children are growing up in a "digital-by-default" world, where technolo-
gies mediate interpersonal, institutional, and commercial interactions. Online
interactions enable children to connect, communicate, interact, and play com-
fortably [15]. Privacy is crucial in supporting children’s autonomy, contributing
to their psychosocial development, responsibility, resilience, confidence, and crit-
ical thinking skills. Societies worldwide increasingly recognize the importance of
children’s privacy and safety, given that privacy violations in the digital realm
can manifest in various ways. Technologies can monitor children’s physical loca-
tion, store their personal information and preferences, and even influence their
decision-making [25].

Daniel J. Solove [27] developed a taxonomy of privacy issues, encompassing
16 privacy concerns organized into four categories: information collection, infor-
mation processing, information disclosure, and intrusions. Information collection
involves surveillance and monitoring, encompassing obtaining information from
children in problematic ways. Information processing is associated with storing,
manipulating, and using information, including aggregating information for pur-
poses other than those initially agreed upon. Information disclosure pertains to
breaches of confidentiality involving the inappropriate disclosure of information
that may harm a person’s reputation. Finally, invasion occurs when someone
intrudes upon another person’s physical, psychological, or digital space or inter-
feres with another person’s decision-making.

Eva et al. [25] investigated children’s perceptions of privacy. The research in-
volved 25 children aged between 10 and 11 years who participated in a workshop
with tests assessing various aspects, including (1) online activities of children;
(2) understanding of personal information by children; (3) types of personal in-
formation requested by applications and games; (4) acceptable online behaviors
according to children; (5) risks and concerns they have in the online environ-
ment. Overall, the tests revealed that children’s understanding of privacy re-
volves around avoiding strangers and considering their home addresses as the
most confidential information. This highlights the need for efforts to increase
awareness of privacy among children. Several organizations have developed ma-
terials on educating children about privacy, which are being incorporated into
school curricula [1].

In developing educational materials for children, there is no consensus on
whether children should participate in creating these materials. However, ap-
proaches involving games or stories are more effective [15]. For instance, Raynes
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et al. [20] created a game called "The Vigilantes," aiding children in under-
standing information collection and its applications. Similarly, the storybook
"Superheroes" narrates the tale of a superhero imparting lessons on personal
information, online chatting, location sharing, and cyberbullying.

Apart from raising children’s awareness, applications, games, websites, and
social networks must comply with laws such as COPPA, GDPR, and LGPD.
However, the current scenario indicates that many platforms do not adhere to
legal provisions. The American Federal Trade Commission (FTC) [1] highlights
misleading transparency regarding mobile application privacy, providing parents
with minimal or no privacy information. An FTC study revealed that parents
often struggle to determine, before downloading an app, whether it poses risks
related to collecting, using, and sharing their children’s personal information.

Similarly, Ilaria et al. [16] demonstrates that although cell phone applications
are aimed at children, several applications request sensitive permissions that are
inappropriate and/or expected [9]. This is critical for understanding potential
legal compliance violations, as it is difficult to be clear about what information is
collected and/or used. Additionally, even if an application is inactive, there is no
guarantee that the application is not collecting personal information. Developer
companies make free or paid applications available in stores, with the latter
earning revenue through advertising, while the paid version does not. It is often
more profitable for companies to have a free application with advertising than a
paid one due to targeted advertising using the collected data [29].

3.3 Child Privacy on Social Networks

Children’s privacy on social networks remains a contentious issue, especially
since many platforms, including Facebook, explicitly prohibit usage by children
in their terms of service. However, research revealed that millions of children
under 13 use Facebook, often providing false information about their age during
registration [13]. This underscores that social networks are frequently not de-
signed with children’s best interests. Platforms such as Instagram and Twitter
default to keeping new account profiles public. Additionally, children may not
fully comprehend that agreeing to access a social network entails consenting to
collecting and sharing their personal information, including their location.

The effectiveness of identity verification systems in most social networks and
online services is compromised as they rely on remote verification, easily circum-
vented by users. Many parents prioritize age restrictions on social networks to
filter inappropriate content for their children, often overlooking privacy risks.
COPPA designates the age of 13 as a pivotal point in a child’s life, emphasiz-
ing their capacity for decision-making. Studies suggest that, before the age of
11, children tend to be less critical in evaluating the trustworthiness of online
content [15]. For instance, an investigation involving 135 children aged 8 to 10
found that a website’s dynamic features (such as animations) influenced trust
perceptions, with children rating a website with animated dog images as more
trustworthy than a text-only version. While children aged 8 and above can iden-
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Table 2: Literature overview on privacy for children on social networks.
Work Child

Privacy
Social
Net.

Privacy

Legal
Aspects

Eval.
Conf.

New
Solution

Ghazaleh and Huan [5] ✓ ✓ ✓

Kruk et al. [14] ✓ ✓ ✓

Choi et al. [2] ✓ ✓ ✓

Fong [8] ✓ ✓ ✓

Kayes and Iamnitchi [13] ✓ ✓ ✓

Paul et al. [19] ✓ ✓ ✓

PriMA [28] ✓ ✓ ✓

Shehab et al. [26] ✓ ✓ ✓

Daniel J. Solove [27] ✓ ✓

Eva et al. [25] ✓ ✓ ✓ ✓

Raynes [20] ✓ ✓ ✓ ✓

FTC [1] ✓ ✓ ✓ ✓

Liu et al. [17] ✓ ✓ ✓ ✓

Irwin et al. [21] ✓ ✓ ✓ ✓

Alkhalifah et al. [4] ✓ ✓ ✓

Rochelau and Sonia [22] ✓ ✓ ✓

tify the selling intent in advertisements, they struggle to perceive persuasive
intentions at this age [21].

3.4 Discussion

Table 2 presents the literature overview on privacy for children on social networks
The observation underscores a critical gap in the current literature on children’s
privacy within social networks. Despite the proliferation of literature proposing
innovative privacy solutions, a significant oversight is apparent in adequately
addressing the legal dimensions of these proposals, particularly concerning mi-
nors. The prevailing regulatory mechanisms may not align with the proposed
solutions, potentially rendering them impractical or non-compliant. This mis-
alignment highlights a fundamental challenge where theoretical advancements
in privacy protection for children on social networks face barriers in translat-
ing into effective, legally sound practices. Bridging this gap between theoretical
innovation and regulatory reality is crucial for ensuring that proposed privacy
measures are visionary and grounded in the legal frameworks that govern the
online space for minors.
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4 Conclusion

Children’s privacy on social networks poses a multifaceted challenge in the ever-
evolving digital landscape. As minors increasingly engage with online platforms,
there is a pressing need to navigate the complex interplay between legal regula-
tions, evolving norms, and the practical efficacy of existing privacy mechanisms.
This paper thoroughly explores the scientific literature, delving into the mech-
anisms to safeguard children’s privacy on social networks. The review showed a
critical issue as most existing works often neglect to adequately address the legal
dimensions of children’s privacy, especially in social networks. This presents a
notable gap, hindering the practical applicability of proposed privacy solutions
within the constraints of current regulatory frameworks.
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